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Book of Abstracts - 12th Summer Workshop on Interval methods, Palaiseau, France, July 23-26, 2019

Welcome message

On behalf of the SWIM’19 organizing committee, I am honored and delighted to welcome you to
the 12th Summer Workshop on Interval methods, Palaiseau, France. This year SWIM is hosted by
ENSTA Paris. ENSTA Paris belongs to the foremost graduate schools of engineering in France.
It is a public educational and research establishment, self-governed under the supervision of the
Ministry of Defence. Organizing committee wish to thank the school for the event hosting and
the help in the organization.
Few words about our history: ENSTA ParisTech was originaly the brainchild of Henry-
Louis Duhamel du Monceau, inspector general of the Navy. He had identified the need to give
the Navy’s master carpenters a theoretical education, particularly in mathematics and physics,
which were making quick progress, so that they would have a clearer understanding of their
trade. After founding the first school in Toulon, he transferred it to Paris in 1741. This date is
recognised as the origin of our institution. After undergoing 7 lean years of under-funding, he
managed to persuade the duc de Choiseul to reopen it in 1765, and continued to run the school
for the rest of his life. At the time, the institute, called School of Engineer-Constructors of
Royal Vessels, was housed in the Louvre Palace. Later on, it became known as ”Ecole nationale
supérieure du Génie Maritime” (National Higher College of Maritime Engineering).

SWIM 2019: Our technical program is rich and varied with 25 contribution papers (each
one reviewed by two people) and two round tables. The success of this edition depends on you,
the participants, so thank you for your contribution !

This volume contains the Book of abstracts of The 12th Summer Workshop on Interval
Methods SWIM 2019. The tradition of SWIM workshops was set up in France in 2008, and since
that time it is held annually by the effort of Luc Jaulin and Nacim Ramdani. The workshop joins
people from different communities working with interval methods. Thus, it provides a unique
opportunity to meet scientists from robotics, optimization, control, estimation, verification and
other areas.

J. Alexandre dit Sandretto, Workshop Chair
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Workshop Program

July 23rd, Tuesday

Interval Analysis: Implementation and Libraries

5 K. A. Nasiotis, D. López, S. P. Adam, and L. G. Casado

Set Inversion Via Interval Analysis – A Study on Parallel Processing Implementation

9 N. Revol

The MPFI library revisited

11 Evgeniya Vorontsova

Interval Computations in Julia programming language

15 L. Benet, M. Forets, D. P. Sanders, and C. Schilling

TaylorModels.jl: Taylor models in Julia and its application to validated solutions of
ODEs

Differential Equations I

17 J. Brown, F. Pessaux

Interval-Based Simulation of Zélus IVPs Using DynIbex

21 S. Selivanova, M. Ziegler

Turnkey Solutions to PDEs in Exact Real Computation

23 J. Damers, L. Jaulin, and S. Rohou

Guaranteed interval integration for large initial boxes

July 24th, Wednesday

Robust control I

27 J. Tillet, L. Jaulin, F. Le Bars

Validation of a controller under state constraints

31 A. Lefort

Efficient computation of the set of stabilizing controllers for an LTI System using
intervals

35 J. Kersten, A. Rauh , H. Aschemann

Analyzing Uncertain Dynamical Systems After State-Space Transformations Into Co-
operative Forms
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37 T. Nico, L. Jaulin, and B. Zerr

Guaranteed Polynesian Navigation

July 25th, Thursday

State Estimation

41 D. Merhy, C. Stoica Maniu, T. Alamo, E. F. Camacho, T. Chevet, and M. Makarov

Zonotopic set-membership state estimation applied to an octorotor model

45 T. Gatto, L. Meyer, H. Piet-Lahanier

A Polytopic Box Particle Filter for state estimation of Non Linear Discrete-Time
Systems

Computation and methods

49 M. Lange

Rigorous bounds for ill-posed linear programming problems

53 O. Mullier, J. Alexandre dit Sandretto

Computation of integrals with interval endpoints

Fault detection and calibration

55 S. Liu, J.-J. Gehrt, D. Abel, and R. Zweigel

Identification of Multi-Faults in GNSS Signals using RSIVIA under Dual Constellation

59 H. Dbouk, S. Schön

Interval based Fault Detection and Exclusion for GNSS

63 R. Voges, B. Wagner

Extrinsic Calibration Between a 3D Laser Scanner and a Camera Under Interval
Uncertainty

Differential Equations II

67 A. Rauh, J. Kersten

Toward the Development of Iteration Procedures for the Interval-Based Simulation
of Fractional-Order Systems

69 J. Alexandre dit Sandretto

Confidence-based Contractor, Propagation and Potential Cloud for Differential Equations
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July 26th, Friday

Localization

73 V. Drevelle

Bounded-error victim localization for UAV-based search and rescue operations

77 N. Ramdani, D. Zeinalipour-Yazti, M. Karamousadakis, A. Panayides

Towards an interval fingerprinting approach for indoor localization

81 S. Rohou, P. Franek, C. Aubry, L. Jaulin

Verifying the existence of loops in robot trajectories

Robust control II

83 A. Kumar, O. Mullier

Guaranteed Trajectory Tracking using Flatness

85 É. Bertin, E. Brendel, B. Hérissé, A. Chapoutot, and J. Alexandre dit Sandretto

Prospects on the application of necessary optimality conditions on the resolution of
the Goddard problem with unknown bounded parameters using interval arithmetics

87 List of Authors
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❙❡t ■♥✈❡rs✐♦♥ ❱✐❛ ■♥t❡r✈❛❧ ❆♥❛❧②s✐s✿ ❆ ❙t✉❞② ♦♥ P❛r❛❧❧❡❧

Pr♦❝❡ss✐♥❣ ■♠♣❧❡♠❡♥t❛t✐♦♥∗†

❑✳ ❆✳ ◆❛s✐♦t✐s✶✱✷✱ ❉✳ ▲ó♣❡③✷✱ ❙✳ P✳ ❆❞❛♠✶✱ ❛♥❞ ▲✳ ●✳ ❈❛s❛❞♦✷

✶❉❡♣t✳ ♦❢ ■♥❢♦r♠❛t✐❝s ❛♥❞ ❚❡❧❡❝♦♠♠✉♥✐❝❛t✐♦♥s✱ ❯♥✐✈❡rs✐t② ♦❢ ■♦❛♥♥✐♥❛✱ ●r❡❡❝❡
✷❙✉♣❡r❝♦♠♣✉t✐♥❣ ●r♦✉♣✱ ❯♥✐✈❡rs✐t② ♦❢ ❆❧♠❡rí❛ ✭❈❡✐❆✸✮✱ ❙♣❛✐♥

❑❡②✇♦r❞s✿ ■♥t❡r✈❛❧ ❛♥❛❧②s✐s❀ ❙❡t ♠❡♠❜❡r✲
s❤✐♣ t❡❝❤♥✐q✉❡s❀ P❛r❛❧❧❡❧ ❜r❛♥❝❤✲❛♥❞✲❜♦✉♥❞

■♥tr♦❞✉❝t✐♦♥

❆♠♦♥❣ t❤❡ s✉❝❝❡ss st♦r✐❡s ♦❢ ✐♥t❡r✈❛❧ ❝♦♠♣✉✲
t❛t✐♦♥ ❬✺❪ ♦♥❡ ♠❛② r❡♣♦rt t❤❡ ❛♣♣❧✐❝❛t✐♦♥ ♦❢
✐♥t❡r✈❛❧ ❜❛s❡❞ ❣❧♦❜❛❧ ♦♣t✐♠✐③❛t✐♦♥✱ ✈❛❧✐❞❛t✐♦♥
♦❢ ♥✉♠❡r✐❝❛❧ ❝❛❧❝✉❧❛t✐♦♥s✱ t❤❡ ✉s❡ ♦❢ ✐♥t❡r✈❛❧s
❢♦r ♠♦❞❡❧✐♥❣ ✉♥❝❡rt❛✐♥t② ❛♥❞ ❞❡❛❧✐♥❣ ✇✐t❤ ✉♥✲
❝❡rt❛✐♥ s②st❡♠s✱ ❡t❝✳
❚❤✐s ✇♦r❦ ❢♦❝✉s❡s ♦♥ ❙❡t ■♥✈❡rs✐♦♥ ❱✐❛ ■♥✲

t❡r✈❛❧ ❆♥❛❧②s✐s ✭❙■❱■❆✮ ❬✹❪ ❛ ♠❡t❤♦❞ ✉s❡❞ ❢♦r
s♦❧✈✐♥❣ ♣r♦❜❧❡♠s s✉❝❤ ❛s ♥♦♥❧✐♥❡❛r ♣❛r❛♠❡t❡r✱
st❛t❡ ♦r ❡rr♦r ❡st✐♠❛t✐♦♥ ❢♦r s②st❡♠s ♦♣❡r❛t✲
✐♥❣ ✉♥❞❡r ❜♦✉♥❞❡❞ ✉♥❝❡rt❛✐♥t②✳ ❚❤❡ ♠❡t❤♦❞
✐s ♣r✐♠❛r✐❧② ❛ s❡t ♠❡♠❜❡rs❤✐♣ t❡❝❤♥✐q✉❡ ❞❡✲
s✐❣♥❡❞ t♦ s♦❧✈❡ s✉❝❤ ❡st✐♠❛t✐♦♥ ♣r♦❜❧❡♠s ♣r♦✲
✈✐❞❡❞ t❤❛t s②st❡♠ ♦♣❡r❛t✐♦♥ ✐s ❞❡s❝r✐❜❡❞ ❜②
s♦♠❡ ❛♥❛❧②t✐❝ ❢✉♥❝t✐♦♥ f : X ⊆ R

n → Y ⊆
R
m ❢♦r ✇❤✐❝❤ s♦♠❡ s✉✐t❛❜❧❡ ✐♥t❡r✈❛❧ ❡①t❡♥s✐♦♥

[f ] : IRn → IR
m ❝❛♥ ❜❡ ❞❡✜♥❡❞✳ ❚❤❡♥✱ ❣✐✈❡♥

❛♥ ✐♥t❡r✈❛❧ ✈❡❝t♦r✱ ✐✳❡✳ ❛ ❜♦①✱ [y] ⊆ Y ✱ ♦♥❡
♥❡❡❞s t♦ ❞❡t❡r♠✐♥❡ t❤❡ s❡t ♦❢ ✉♥❦♥♦✇♥ ✈❡❝t♦rs
x ∈ X s✉❝❤ t❤❛t f(x) ∈ [y]✳ ❙■❱■❆ st❛rts ✇✐t❤
❛♥ ✐♥✐t✐❛❧ ❜♦① [X0] s✉❝❤ t❤❛t X ⊆ [X0] ⊆ IR

n

❛♥❞ ❝♦♠♣✉t❡s ❛♥ ❛♣♣r♦①✐♠❛t✐♦♥ ♦❢ t❤❡ s❡t ♦❢
✐♥t❡r❡st S = {x ∈ X ⊆ R

n|f(x) ∈ [y]} =
f−1([y])∩X ❛s ❛ ✉♥✐♦♥ ♦❢ ❛①❡s ❛❧✐❣♥❡❞ ❜♦①❡s✳
❈♦♠♣✉t❛t✐♦♥ ❡①♣❧♦r❡s t❤❡ s❡❛r❝❤ s♣❛❝❡ [X0]

❛♣♣❧②✐♥❣ ❛ ❜r❛♥❝❤✲❛♥❞✲❜♦✉♥❞✱ ♦r ♠♦r❡ ♣r❡✲
❝✐s❡❧②✱ ❣✐✈❡♥ t❤❡ t②♣❡ ♦❢ ♣r♦❝❡ss✐♥❣✱ ❛ ❜r❛♥❝❤✲
❛♥❞✲♣r✉♥❡ ✭❇✫P✮ str❛t❡❣② ✇❤♦s❡ ♣❡r❢♦r♠❛♥❝❡
❞❡♣❡♥❞s ♦♥ t❤❡ s✐③❡ ♦❢ t❤❡ ♣r♦❜❧❡♠ ✐✳❡✳ t❤❡ s✐③❡

∗❚❤✐s ♣❛♣❡r ❤❛s ❜❡❡♥ s✉♣♣♦rt❡❞ ❜② t❤❡ ❙♣❛♥✐s❤
▼✐♥✐str② ✭❘❚■✷✵✶✽✲✵✾✺✾✾✸✲❇✲✶✵✵✮✱ ✐♥ ♣❛rt ✜♥❛♥❝❡❞ ❜②
t❤❡ ❊✉r♦♣❡❛♥ ❘❡❣✐♦♥❛❧ ❉❡✈❡❧♦♣♠❡♥t ❋✉♥❞ ✭❊❘❉❋✮✳

†❑♦♥st❛♥t✐♥♦s ❆✳ ◆❛s✐♦t✐s ♣❧❛❝❡♠❡♥t ✐♥ ✭❈❡✐❆✸✮ ✐s
✜♥❛♥❝❡❞ ❜② t❤❡ ❊❘❆❙▼❯❙✰ Pr♦❣r❛♠✳

♦❢ t❤❡ s❡❛r❝❤ s♣❛❝❡ [X0]✱ ✐ts ❞✐♠❡♥s✐♦♥✱ t❤❡
❢✉♥❝t✐♦♥ f ✐ts❡❧❢✱ t❤❡ ❞✐str✐❜✉t✐♦♥ ♦❢ t❤❡ ✈❡❝✲
t♦rs ♦❢ ✐♥t❡r❡st x ∈ [X0] ❛♥❞ t❤❡ ✏r❡s♦❧✉t✐♦♥✑
❛❞♦♣t❡❞ ❢♦r t❤❡ ❛♣♣r♦①✐♠❛t✐♦♥ ♦❢ t❤❡ s❡t S✳
❙■❱■❆ ❤❛s ❜❡❡♥ s✉❝❝❡ss❢✉❧❧② ❛♣♣❧✐❡❞ ✐♥ ❝♦♥✲
tr♦❧ s②st❡♠s ♣r♦❜❧❡♠s ✇✐t❤ ❢❡✇ ♣❛r❛♠❡t❡rs✳
❋♦r ♣r♦❜❧❡♠s ✇✐t❤ ❤✐❣❤❡r ❞✐♠❡♥s✐♦♥s✱ ❧❛r❣❡r
s✐③❡❞ ✐♥♣✉t s♣❛❝❡ ❛♥❞ ✜♥❡ ✏r❡s♦❧✉t✐♦♥✑ t❤❡ ♣❡r✲
❢♦r♠❛♥❝❡ ♦❢ ❙■❱■❆ ❞❡t❡r✐♦r❛t❡s s❡✈❡r❡❧② ❛♥❞
❜❡❝♦♠❡s ♣r❛❝t✐❝❛❧❧② ✐♥❛♣♣❧✐❝❛❜❧❡✳ ❍❡♥❝❡✱ t❤❡
♥❡❡❞ t♦ ✐♥✈❡st✐❣❛t❡ t❤❡ ♣♦ss✐❜✐❧✐t② ♦❢ ❛ ♣❛r✲
❛❧❧❡❧ ✐♠♣❧❡♠❡♥t❛t✐♦♥ t♦✇❛r❞s ♦❜t❛✐♥✐♥❣ s♦♠❡
❛✛♦r❞❛❜❧❡ ❝♦♠♣✉t❛t✐♦♥❛❧ ❝♦st✳

❇❛❝❦❣r♦✉♥❞ ❛♥❞ ❘❡❧❛t❡❞ ❲♦r❦

■♥t❡r✈❛❧ ❝♦♠♣✉t❛t✐♦♥s ❤❛✈❡ ♣r♦✈❡♥ t♦ ❜❡ ❡①✲
tr❡♠❡❧② ✐♠♣♦rt❛♥t t♦ ❛ ♥✉♠❜❡r ♦❢ ♣r♦❜❧❡♠s
❢♦r ✇❤✐❝❤ ❡rr♦rs ♣r♦❞✉❝❡❞ ❜② ❝❛❧❝✉❧❛t✐♦♥s ♦r
❞✉❡ t♦ ✉♥❝❡rt❛✐♥t② t❤❛t ❝❛♥ ❜❡ ♠♦❞❡❧❡❞ ✐♥
t❡r♠s ♦❢ ✐♥t❡r✈❛❧s✳ ❍♦✇❡✈❡r✱ ❑r❡✐♥♦✈✐❝❤ ❬✻❪
♣r♦✈✐❞❡s ❛ ♥✉♠❜❡r ♦❢ ❝♦♥✈✐♥❝✐♥❣ ❛r❣✉♠❡♥ts
t❤❛t ✐♥t❡r✈❛❧ ❝♦♠♣✉t❛t✐♦♥s ❛r❡ ◆P✲❤❛r❞ ❛♥❞
t❤❡ ♦♥❧② ✇❛② t♦ ❞❡❛❧ ✇✐t❤ ◆P✲❤❛r❞♥❡ss ✐s t♦
✉s❡ ♣❛r❛❧❧❡❧ ✈❡rs✐♦♥s ♦❢ t❤❡ ❛❧❣♦r✐t❤♠s✱ ✇❤❡♥
t❤✐s ✐s ❢❡❛s✐❜❧❡✳
❙■❱■❆ ✐ts❡❧❢ r❡❧✐❡s ♦♥ ✐♥t❡r✈❛❧ ❝♦♠♣✉t❛t✐♦♥s

❛♥❞ ✐t ✐s ❛❧s♦ ❦♥♦✇♥ t♦ s✉✛❡r ❢r♦♠ t❤❡ ❝✉rs❡
♦❢ ❞✐♠❡♥s✐♦♥❛❧✐t② ✇❤✐❝❤ ✐s ✐♥❤❡r❡♥t t♦ ✐ts ❇✫P
♣r♦❝❡ss✐♥❣ st②❧❡✳ ❆ r❡❝❡♥t ❡①❛♠♣❧❡ ♦❢ t❤✐s ❛r✲
❣✉♠❡♥t ✐s r❡♣♦rt❡❞ ❜② t❤❡ ✇♦r❦ ♦❢ ❆❞❛♠ ❡t
❛❧✳ ❬✶❪ ✇❤♦ ❢♦r♠✉❧❛t❡❞ t❤❡ ♣r♦❜❧❡♠ ♦❢ ❡st✐✲
♠❛t✐♥❣ ❣❡♥❡r❛❧✐③❛t✐♦♥ ♦❢ ❛ ♠✉❧t✐❧❛②❡r ♣❡r❝❡♣✲
tr♦♥ ❛s ❛ ♣❛r❛♠❡t❡r ❡st✐♠❛t✐♦♥ ♣r♦❜❧❡♠ ❛♥❞
✉s❡❞ ❙■❱■❆ ❢♦r ❡①♣❧♦r✐♥❣ s❡❛r❝❤ s♣❛❝❡s s✉❝❤
❛s [−1, 1]10✳ ❚❤❡ s❡q✉❡♥t✐❛❧ ✐♠♣❧❡♠❡♥t❛t✐♦♥
♦❢ ❙■❱■❆ ✐♥ s✉❝❤ ❡①♣❡r✐♠❡♥ts ❣❛✈❡ ❡①tr❡♠❡❧②
✐♥t❡r❡st✐♥❣ r❡s✉❧ts ❜✉t ❛t t❤❡ s❛♠❡ t✐♠❡ ✐t
♣r♦✈❡❞ t❤❡ ♣r❛❝t✐❝❛❧ ✐♠♣♦ss✐❜✐❧✐t② ♦❢ ❙■❱■❆
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t♦ ❝♦♣❡ ✇✐t❤ ❤✐❣❤❡r ❞✐♠❡♥s✐♦♥s✳ ❚❤✐s ❞❡✜✲
❝✐❡♥❝② ❧❡❞ t♦ t❤❡ ❞❡✜♥✐t✐♦♥ ♦❢ t❤❡ s♦✲❝❛❧❧❡❞
❝♦♥tr❛❝t♦r ♣r♦❣r❛♠♠✐♥❣ ✐♥ ♦r❞❡r t♦ ❞✐♠✐♥✐s❤
t❤❡ s✐③❡ ♦❢ t❤❡ ❜♦①❡s ❡①♣❧♦r❡❞ ❜② ❙■❱■❆ ❬✸❪✱
✇❤✐❧❡ s♦♠❡ ♣r❛❝t✐t✐♦♥❡rs tr✐❡❞ t♦ ❡✛❡❝t✐✈❡❧②
♣❛r❛❧❧❡❧✐③❡ ❙■❱■❆ ❬✼✱ ✽❪✳
❆s r❡♣♦rt❡❞ ✐♥ ❬✽❪✱ ▼❛r✈❡❧ ❡t ❛❧✳ ✉s❡❞ ❙■❱■❆

❢♦r ❡st✐♠❛t✐♥❣ ♠♦❞❡❧ ♣❛r❛♠❡t❡rs ✐♥ ❜✐♦❧♦❣✐❝❛❧
s②st❡♠s✱ ✉♥❞❡r ❜♦✉♥❞❡❞ ❝♦♥❞✐t✐♦♥s ♦❢ ✉♥❝❡r✲
t❛✐♥t②✳ ❚❤❡② ❛❞♦♣t❡❞ ❛ ♣❛r❛❧❧❡❧ ✐♠♣❧❡♠❡♥t❛✲
t✐♦♥ ✉s✐♥❣ ♠✉❧t✐♣❧❡ ♣r♦❝❡ss✐♥❣ ❝♦r❡s ❛♥❞ t❤❡②
❞❡✈❡❧♦♣❡❞ ❛ ♠❡t❤♦❞ ❢♦r ✉s❡ ♦♥ ❛ s✐♥❣❧❡ ♠✉❧t✐✲
❝♦r❡ ✇♦r❦st❛t✐♦♥ ✉s✐♥❣ P❖❙■❳ t❤r❡❛❞s t♦ ♣r♦✲
❝❡ss s✉❜s❡ts ♦❢ t❤❡ ♣❛r❛♠❡t❡r s♣❛❝❡ ✇❤✐❧❡ ❛❝✲
❝❡ss t♦ s❤❛r❡❞ ✐♥❢♦r♠❛t✐♦♥ ✇❛s ❝♦♥tr♦❧❧❡❞ ❜②
♠✉t❡①✲❧♦❝❦❡❞ ❧✐♥❦❡❞ ❧✐sts✳ ❚❤❡ r❡s✉❧ts ♦❜✲
t❛✐♥❡❞ ❢♦r t✇♦ ❜✐♦❧♦❣✐❝❛❧ ♠♦❞❡❧s✱ ♥❛♠❡❧②✱ t❤❡
♥♦♥❧✐♥❡❛r ▲♦t❦❛✲❱♦❧t❡rr❛ ♣r❡❞❛t♦r✲♣r❡② ♠♦❞❡❧
❛♥❞ t❤❡ ❙❊■❘ ✐♥❢❡❝t✐♦✉s ❞✐s❡❛s❡ ♠♦❞❡❧✱ ✉s✐♥❣
8 t❤r❡❛❞s ♦♥ ❛♥ 8✲❝♦r❡ ♠❛❝❤✐♥❡✱ s❡❡♠ t♦ ❜❡
s❛t✐s❢❛❝t♦r② ❜✉t ✐t r❡♠❛✐♥s ✉♥❝❧❡❛r ✇❤❛t t❤❡
s♣❡❡❞✉♣ ✇✐❧❧ ❜❡ ✇❤❡♥ s❝❛❧✐♥❣ ✉♣ t❤❡ ✐♠♣❧❡✲
♠❡♥t❛t✐♦♥ t♦ 16✱ 32 ♦r ♠♦r❡ ♠♦r❡ ❈P❯s✳
❆♥♦t❤❡r ✇♦r❦ t❤❛t ♠❡r✐ts t♦ ❜❡ ❝✐t❡❞ ❤❡r❡

✐s t❤❡ ❡✛♦rt ♦❢ ▲❡ ▼é♥❡❝ ❬✼❪ ❢♦r ❝♦♠♣✉t✐♥❣✱
✐♥ r❡❛❧ t✐♠❡✱ t❤❡ ✈✐❛❜✐❧✐t② ❦❡r♥❡❧ ❛s ❛ t♦♦❧ ❢♦r
❞❡❝✐s✐♦♥ ♠❛❦✐♥❣ ✐♥ ❛✉t♦♥♦♠♦✉s s②st❡♠s✳ ❚♦
t❤✐s ❡♥❞ ❤❡ ❛♣♣❧✐❡❞ ❛♥ ✐♥t❡r✈❛❧ ❜❛s❡❞ ❛❧❣♦✲
r✐t❤♠ ❜❛s❡❞ ♦♥ ❙■❱■❆ ❢♦r ❝♦♠♣✉t✐♥❣ t❤❡ ✈✐✲
❛❜✐❧✐t② ❦❡r♥❡❧ ♦❢ t❤❡ ✉♥❞❡r❧②✐♥❣ ♥♦♥❧✐♥❡❛r s②s✲
t❡♠✳ ❚❤❡ ❛✉t❤♦r ♣r♦♣♦s❡s ❛ ♣❛r❛❧❧❡❧ ✐♠♣❧❡✲
♠❡♥t❛t✐♦♥ ♦❢ ❙■❱■❆ ♦♥ ❛ ♠✉❧t✐✲❝♦r❡ ♣r♦❝❡ss✲
✐♥❣ s②st❡♠ ✇❤✐❧❡ ♠❛❦✐♥❣ ✉s❡ ♦❢ t❤❡ ❝♦♥tr❛❝t♦rs
❝♦♥❝❡♣t✳ ❚❤❡ ♣❛r❛❧❧❡❧ ✐♠♣❧❡♠❡♥t❛t✐♦♥ s❝❤❡♠❡
❛❞♦♣t❡❞ ✐♥ t❤✐s ✇♦r❦✱ ❬✼❪✱ ✉s❡s ❛ ♣♦♦❧ ♦❢ ❥♦❜s
❡❛❝❤ ♦♥❡ ❝♦rr❡s♣♦♥❞✐♥❣ t♦ t❤❡ ❡✈❛❧✉❛t✐♦♥ ♦❢ ❛
❤②♣❡r✲❜♦①✳ ❆ ❤♦st str❡❛♠s t❤❡ ❥♦❜s t♦ ❛ ♠✉❧t✐✲
❝♦r❡ s②st❡♠ ❛ss✐❣♥✐♥❣ ❛ ❥♦❜ t♦ ❡❛❝❤ ❛✈❛✐❧❛❜❧❡
❝♦r❡ ✇❤✐❧❡ r❡❝♦✈❡r✐♥❣ t❤❡ r❡s✉❧ts ♦❢ ❡❛❝❤ ❝♦♠✲
♣❧❡t❡❞ ❥♦❜✳ ❚❤✐s ✐♠♣❧❡♠❡♥t❛t✐♦♥ ✐s ❛ ♣♦ss✐❜❧❡
✇❛② t♦ ❞❡❛❧ ✇✐t❤ t❤❡ ✐♥❤❡r❡♥t ❞❡✜❝✐❡♥❝② ♦❢ t❤❡
■❇❊❳ ❧✐❜r❛r② t♦ s❤❛r❡ ♦❜❥❡❝ts ❜❡t✇❡❡♥ t❤r❡❛❞s
✐✳❡✳ ❜❡✐♥❣ t❤r❡❛❞ ✉♥s❛❢❡✳ ▼♦r❡♦✈❡r✱ t❤❡ ❛✉t❤♦r
❞♦❡s ♥♦t ♣r❡s❡♥t ❛♥② ♣❡r❢♦r♠❛♥❝❡ r❡s✉❧ts ❛♥❞
s♦ ✐t ✐s ♥♦t ♣♦ss✐❜❧❡ t♦ ♦❜❥❡❝t✐✈❡❧② ❝r✐t✐❝✐③❡ t❤✐s
✇♦r❦✳
■♥ t❤❡ ✇♦r❦ ♣r❡s❡♥t❡❞✱ ❤❡r❡✐♥✱ ✇❡ ❛❞♦♣t

❛ ♠♦r❡ ❡❧❛❜♦r❛t❡❞ ♣❛r❛❧❧❡❧✐③❛t✐♦♥ str❛t❡❣②
✇❤✐❝❤ ✉s❡s ❛♥ ❆s②♥❝r♦♥♦✉s ▼✉❧t✐♣❧❡ P♦♦❧ ♦❢
❜♦①❡s ❛♥❞ ❛ ❞②♥❛♠✐❝ ❧♦❛❞ ❜❛❧❛♥❝✐♥❣ s❝❤❡♠❡
❜❛s❡❞ ♦♥ ✇♦r❦❧♦❛❞ ❡st✐♠❛t✐♦♥ ❢♦r ♦♣t✐♠✐③✐♥❣
t❤❡ ✉s❡ ♦❢ t❤❡ ❝♦♠♣✉t✐♥❣ r❡s♦✉r❝❡s✳

Pr♦♣♦s❡❞ P❛r❛❧❧❡❧ ❱❡rs✐♦♥

P❛r❛❧❧❡❧✐③❛t✐♦♥ ♦❢ ❇✫❇ st②❧❡ ❛❧❣♦r✐t❤♠s ✇❡r❡
✇✐❞❡❧② st✉❞✐❡❞ ✐♥ t❤❡ ❧✐t❡r❛t✉r❡✱ s❡❡ ❬✷❪ ❛♥❞
r❡❢❡r❡♥❝❡s t❤❡r❡✐♥✳ ■♥ ♦r❞❡r t♦ s✐♠♣❧✐❢② t❤❡
❛❧❣♦r✐t❤♠ ❧❡t ✉s ❢♦❝✉s ♦♥ ❙■❱■❆ ✇❤❡♥ m❂✶✳
❙♦✱ ✇❡ ❛r❡ ❞❡❛❧✐♥❣ ✇✐t❤ ❞❡t❡r♠✐♥✐♥❣ t❤❡ ✏❧❡✈❡❧
s❡t✑ ♦❢ t❤❡ ❢✉♥❝t✐♦♥ f ✐♥ t❤❡ ✭♦♥❡ ❞✐♠❡♥✲
s✐♦♥❛❧✮ ✐♥t❡r✈❛❧ [y]✳ ❚❤❡♥✱ ❢♦r f(x) = x21 + x22✱
[y] = [1, 2]✱ [X0] = [−1.5, 1.5] ❛♥❞ ǫ = 0.05
t❤❡ r❡s✉❧t ♦❢ t❤❡ ✐♥✈❡rs✐♦♥ ♦♣❡r❛t✐♦♥ ✐s ❣✐✈❡♥
✐♥ ❋✐❣✉r❡ ✶✳ ■♥ t❤✐s s♣❡❝✐✜❝ ✐♠♣❧❡♠❡♥t❛t✐♦♥

❋✐❣✉r❡ ✶✿ ❈✐r❝❧❡ ❧❡✈❡❧ s❡t ✐♥ ❬✶✱✷❪ ✐♥t❡r✈❛❧✳ ❘❡❞✿
✐♥ ✱ ②❡❧❧♦✇✿ ❜♦r❞❡r✱ ❣r❡❡♥✿ ♦✉t✳

♦❢ ❙■❱■❆ t❤❡ s❡❧❡❝t❡❞ ❜♦① ✐s ❞✐✈✐❞❡❞ ❜② t❤❡
✇✐❞❡st ❞✐♠❡♥s✐♦♥ ❛♥❞ ❉❡♣t❤✲❋✐rst ✐s ✉s❡❞ t♦
s❡❧❡❝t ♥❡①t ❜♦①✳
❖✉r ♣❛r❛❧❧❡❧ ✐♠♣❧❡♠❡♥t❛t✐♦♥ ✐s ❜❛s❡❞ ♦♥ ❛

❆s②♥❝❤r♦♥♦✉s ▼✉❧t✐♣❧❡ P♦♦❧ ♦❢ ❜♦①❡s ✉s✐♥❣
❛ ❞②♥❛♠✐❝ ♥✉♠❜❡r ♦❢ t❤r❡❛❞s ❬✷❪ ✐♥ ❈✲❳❙❈
✇❤✐❝❤ ✇❛s s✉✐t❛❜❧② ♠♦❞✐✜❡❞ t♦ ❜❡ t❤r❡❛❞ s❛❢❡✳
❉②♥❛♠✐❝ ❧♦❛❞ ❜❛❧❛♥❝✐♥❣ ✐s ♣r♦✈✐❞❡❞ ❜② ❣❡♥❡r✲
❛t✐♥❣ ❛ ♥❡✇ t❤r❡❛❞✱ ✐❢ t❤❡ ❝✉rr❡♥t ♥✉♠❜❡r ♦❢
t❤r❡❛❞s ✐s s♠❛❧❧❡r t❤❛♥ ❛ t❤r❡s❤♦❧❞✱ ❛♥❞ ❜②
♠♦✈✐♥❣ t❤❡ ♥❡①t s❡❧❡❝t❡❞ ❜♦① ✭t❤❡ s♠❛❧❧❡st
♦♥❡✮ t♦ t❤❡ ♥❡✇ t❤r❡❛❞✳ ■♥✐t✐❛❧ ❡①♣❡r✐♠❡♥ts
r✉♥ ♦♥ ❛ ♥♦❞❡ ♦❢ ❇✉❧❧✐♦♥ ❙✽ ✇✐t❤ ✽ ■♥t❡❧✭❘✮
❳❡♦♥✭❚▼✮ ❊✼ ✽✽✻✵✈✸ ❅ ✷✳✷✵●❍③ ✭✶✻ ❝♦r❡s✮
❛♥❞ ✷✳✸❚❇ ♦❢ t♦t❛❧ ❘❆▼✳ ❚❤❡ r❡s✉❧ts✱ ✐♥ ♥✉♠✲
❜❡r ♦❢ ❜♦①❡s✱ ❢♦r t❤❡ ❝✐r❝❧❡ ♣r♦❜❧❡♠✱ s❤♦✇♥ ✐♥
❋✐❣✉r❡ ✶ ❢♦r ǫ = 10−6 ❛r❡✿ |Lin|❂✶✸✱✺✵✶✱✶✹✵✱
|Lborder|❂✹✵✱✺✵✸✱✼✼✻ ❛♥❞ |Lout|❂ ✶✸✱✺✵✶✱✷✼✻
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❛♥❞ t❤❡ t♦t❛❧ ♥✉♠❜❡r ♦❢ ❡✈❛❧✉❛t❡❞ ❜♦①❡s ✐s
✾✹✱✺✵✽✱✻✵✼✳ Lin✱ Lout ❛♥❞ Lborder ❛r❡ t❤❡ ❧✐sts
♦❢ t❤❡ ❜♦①❡s t❤❛t ❛r❡ ✐♥s✐❞❡✱ ♦✉ts✐❞❡ ♦r ♦♥ t❤❡
ǫ✲❜♦r❞❡r ♦❢ t❤❡ s❡t ❞✐s❝♦✈❡r❡❞ ❜② ❙■❱■❆✳
❲❡ ❛❧s♦ t❡st❡❞ t❤❡ ♣❛r❛❧❧❡❧ ❛❧❣♦r✐t❤♠ ❢♦r t❤❡
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The IEEE 1788-2015 standard

Interval arithmetic has been defined and used
since the 50s and 60s. However, no common
definition existed for years and it made diffi-
cult to compare different works. In 2008, a
group of interval experts, gathered at a sem-
inar in Dagstuhl, felt that interval arithmetic
was mature enough to undergo a standardiza-
tion effort. This effort led to the IEEE 1788-
2015 standard [2].

It was impossible to define a theory that
encompasses the co-existing theories in use,
such as set theory, Kaucher arithmetic, modal
arithmetic, cset arithmetic. The adopted so-
lution was to provide "hooks" to accomodate
different theories within the standard: each
provided theory is called a flavor. The only
flavor defined in the 2015 version of the stan-
dard is the set-based flavor, from set theory.

Another peculiarity of the IEEE 1788-2015
standard is the handling of exceptions, called
decorations. A decoration is attached to each
interval and gives a summary of what hap-
pened during the computations that resulted
in this interval: was every operation defined
and continuous over its arguments, or sim-
ply defined, or even less, such as in

√
[−2, 1]

where the square root is not defined every-
where over its argument [−2, 1]? Incidentally,
in the set-based flavor,

√
[−2, 1] is computed

as
√
[−2, 1] ∩ Dom√ =

√
[0, 1] = [0, 1].

∗Corresponding author.

Libraries compliant with the

IEEE 1788-2015 standard

The development of the standard has been ac-
companied by the development of the C++
libieee1788 library by M. Nehmeier, that
served as a proof-of-concept. Unfortunately,
M. Nehmeier left academia and this library is
no more maintained. Two other libraries have
been developed since then and are compliant
with the standard: JInterval by D. Nadezhin
and S. Zhilin, and the Octave interval pack-
age by O. Heimlich. The JInterval re-
cently and untimely lost its main developer,
D. Nadezhin. O. Heimlich also left academia
but he still develops and maintains the Octave
interval package.

No other library of interval arithmetic has
been developed in compliance with the IEEE
1788-2015 standard, because it is difficult. A
first difficulty is the implementation of the
long list of functions and conversions man-
dated by the standard, with the prescribed ac-
curacy. Another difficulty is the implementa-
tion of the decoration mechanism. On the one
hand, it requires that an extra piece of infor-
mation is attached to each interval, and this
can destroy memory optimizations (padding
etc.). On the other hand, decorations must
be propagated and this implies some more ex-
tra code. These difficulties are less salient for
the MPFI library, introduced below.

The MPFI library

MPFI [3] is a C library for arbitrary precision
interval arithmetic. An interval is represented
by its endpoints, which are arbitrary preci-
sion floating-point numbers provided by the
MPFR library [1]. Every single operation is
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as accurate as possible, thanks to the MPFI
library that provides correctly rounded oper-
ations, with directed roundings as needed, for
each endpoint.

MPFR already offers a long list of functions
and conversions between different types and
MPFR floating-point numbers: incorporating
them in MPFI is usually relatively easy, for
most of them, as the bulk of the work has al-
ready been done by MPFR developers. How-
ever, some functions mandated by the stan-
dard, and in particular most of the reverse
functions, useful for constraints solving, are
still missing in MPFI.

As an interval is represented by two arbi-
trary, and thus variable, precision endpoints,
adding a decoration to each interval is not an
issue: padding or cache optimization are not
at stake anyway, as the employed memory is
already (usually) variable and large.

Finally, the mechanism for handling ex-
ceptions in MPFI is very different from the
one adopted in the IEEE 1788-2015 standard:
for instance, for

√
[−2, 1], MPFI returns NaI,

which stands for Not an Interval. The code
of each MPFI operation must be reworked to
handle and propagate decorations.

To sum up, there is some work to be done
to make MPFI compliant with the IEEE 1788-
2015 standard, but this work seems less de-
manding than for libraries based on fixed-
precision floating-point numbers such as IEEE
754-2008 binary32 or binary64. The rela-
tive overhead, both in terms of memory and
of computation time, due to the incorporation
of flavors and decorations, is also less impor-
tant and probably negligible.

Work to be done

The main modifications will take place at two
levels. The first one concerns the data struc-
ture of a MPFI interval.

a) An extra field will be added to indicate
the flavor in use. This is a bit different
(but not incompatible) from the intended

use of a flavor, which is supposed to be set
for a whole block of code rather than for
an individual interval. However, MPFI
will check that the flavors of the operands
and of the result match before performing
the required operation.

b) An extra field, parameterized by the fla-
vor, will be added to store the decoration
attached to the interval.

The second kind of modifications concerns
the code for each operation.

a) A preprocessing will be added to check
the compatibility of the flavors and to
branch to the code corresponding to the
flavor in use.

b) For each branch, a postprocessing will
propagate the decoration.

Lastly, for backward compatibility, a
MPFIoriginal flavor will be added, that will
branch to the original version of MPFI. It will
be the default flavor, so that users can run
their existing codes without any modification
of their behaviour.
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Introduction

The general-purpose Julia programming lan-
guage [5] was designed for speed, efficiency,
and high performance. It is a flexible,
optionally-typed, and dynamic computing
language for scientific, numerical and tech-
nical computing applications. Julia is open
source language with all sources free avail-
able on GitHub. The language was developed
and incubated at MIT [6]. Currently, after
Julia 1.0 was officially released to the pub-
lic in August 2018, the language is becoming
increasingly popular. Julia has been down-
loaded more than 8.4 million times, as of May
2019 [2], and is used at more than 1,500 uni-
versities.

So, it is very important for researchers,
working in a field of interval analysis, to have
fast, efficient and robust publicly available
software packages for performing computa-
tions with interval arithmetic written in Julia.

IntervalArithmetic.jl

In this paper, we review and compare a re-
cently developed Julia package for perform-
ing Validated Numerics, i.e. rigorous com-
putations with finite-precision floating-point
arithmetic, IntervalArithmetic.jl [4], with per-
formance of GNU Octave interval package for
real-valued interval arithmetic [1]. This Oc-
tave toolbox was chosen for comparison be-
cause of several important reasons. First of
all, it is a free, open-source software, unlike

INTLAB [9], a Matlab/Octave toolbox for Re-
liable Computing. The other fundamental dif-
ference between INTLAB and GNU Octave
interval package is non-conformance of INT-
LAB to IEEE 1788-2015 — IEEE Standard
for Interval Arithmetic [3]. On the other hand
GNU Octave interval package’s main goal is
to be compliant with the Standard. Likewise,
authors of IntervalArithmetic.jl wrote [4] that
they were working towards having the pack-
age be conforming with the Standard. So, all
calculations in these packages are performed
using interval arithmetic: all quantities are
treated as intervals. The final result is also
an interval contained the correct answer.

In next section we would like to show some
practical examples with interval arithmetic in
Julia.

Examples

Getting Started

The basic object in the IntervalArithmetic.jl
package is the parameterized type Interval.
By default, Interval objects contain Float64

s. Intervals are created using the @interval

macro:

using IntervalArithmetic

a = @interval(1, 2)

b = @interval(3, 4)

print(a + b, a - b, a * b, a / b)

The output of this code is

[4, 6] [-3, -1] [3, 8]

[0.25, 0.666667]

As you may have noticed, the package permits
to write quite clear and intuitive code for in-
terval computations.
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Matrix Multiplication

In this section we present the results of exper-
iments comparing the IntervalArithmetic.jl li-
brary with the GNU Octave interval package.
In summary, we show that Julia interval li-
brary is significantly faster than the Octave
library.

In our first experiment we measured the
time to evaluate the interval matrix multipli-
cation. The Julia code is:

function MultMatr(A, B)

return A*B

end

n = 10

M1 = 10* rand(n, n)

M2 = 10* rand(n, n)

iM1 = map(Interval , M1)

iM2 = map(Interval , M2)

A = iM1 .± 5

B = iM2 .± 5

@benchmark MultMatr(A,B)

Here we use BenchmarkTools package by Jar-
rett Revels [8], a framework for writing and
running groups of benchmarks.

And Octave code for MultMatr function is:

pkg load interval

function [t] = MultMatr(n)

A = infsupdec(rand(n),

10* rand(n) + 1);

B = infsupdec(rand(n),

10* rand(n) + 1);

tic

C = A*B;

t = toc;

end

Table 1: Time for interval matrix multiplica-
tions
Matrix size,

rows

Julia,

ms

Octave,

ms

10 0.095 13.317
100 111.91 849.61
1000 125870 863340

For Octave we create 10 random interval

matrix pairs and calculate the mean experi-
mental time over all multiplications. The re-
sults of the first setting are summarized in
Table 1. This experiment shows that perfor-
mance of Julia interval package for that prob-
lem is significantly better.

Elementary functions

In our second experiment we compared the
times for evaluation of the elementary func-
tions (exp, sin, cos, etc.) for random interval
arguments. The design of the experiment is
taken from [7].

Table 2: Time for 105 evaluations of the ele-
mentary functions
Function Julia, s Octave, s

exp 0.49 102.7
sin 0.749 147.85
cos 0.638 230.2
tan 0.49 126.13

arcsin 0.858 119.01
arccos 1.132 169.02
arctan 1.318 127.01

The results of the second setting are sum-
marized in Table 2. We may see that these
calculations in Julia are almost two orders of
magnitude faster.

Plotting

In this section, we will illustrate how to vi-
sualize the interval extension of a given func-
tion over an interval. The process of splitting
the interval into many smaller adjacent pieces
for range evaluations of the given function is
called mincing.

Figures 1- 2 show visualization of minc-
ing process for one function (Julia code was
adapted from [10]). For implementation The
IntervalBox type constructed from an array
of Interval was used.
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Figure 1: Function cos(x) + 0.5 sin(2x),
10 sub-intervals.

Figure 2: Function cos(x) + 0.5 sin(2x),
50 sub-intervals.
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Conclusion

Public available Julia package for interval
arithmetic has been investigated. Experimen-
tal comparison of Octave and Julia packages
for interval arithmetic shows that Julia Inter-
valArithmetic.jl package is significantly faster
then Octave interval package. In addition, the
implementation process of interval arithmetic
computations in this Julia package is easy and
convenient, due to intuitive syntax of the lan-
guage and the package.
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Taylor models, introduced by Berz and
Makino [3, 6, 7], define a tool that allows to
rigorously bound functions or compute vali-
dated solutions of ODEs, among other appli-
cations. A Taylor model M(f) = (pn,∆) of
an (n+1)-continuously differentiable function
f(x), x ∈ D ⊂ R

d (defined over an open set
containing the domain D of interest), is de-
fined by the n-th order Taylor approximation
pn(x) of f(x) around the point x0 ∈ D, and an
interval [∆], such that f(x) ∈ pn(x) + [∆] for
all x ∈ D. In its original form, the coefficients
of p(x) are floating-point numbers.

This definition was recently extended by
M. Joldes [5], where Taylor models with ab-
solute remainder are defined as above (using
interval coefficients for the Taylor polynomial
as well as the expansion point), and Taylor
models with relative remainder are defined by
f(x) ∈ [pn](x) + [∆]xn+1 for all x ∈ D.

Here we present TaylorModels.jl [1], a
package written in Julia for the rigorous ap-
proximation of functions in one and several
variables. The package implements both Tay-
lor models with absolute remainder for one
and several variables and Taylor models with
relative remainder for univariate functions.
The polynomial coefficients may be floating-
point numbers or intervals, and allow to per-

∗Corresponding author.

Figure 1: Examples of rigorous bounds for
f(x) = x(x−1.1)(x+2)(x+2.2)(x+2.5)(x+
3) sin(1.7x+0.5) in D = {x |−0.5 ≤ x ≤ 1.0}
using (a) absolute-remainder Taylor models of
order 6 and 7, and (b) relative-remainder Tay-
lor models of order 5 and 6.

form computations using extended precision
formats. Figure 1 displays an example from
Ref. [6] of a univariate function bounded by
Taylor models with absolute or relative re-
mainder. We shall describe examples of its
use as well as its application to obtain vali-
dated solutions of ODEs. This work is built
on other packages developed by us for interval
arithmetic [8], Taylor series [2], and set-based
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reachability [4].
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Introduction

Hybrid systems are commonly defined as dy-
namical systems mixing discrete and continu-
ous times. They are widely present in control
command systems where a continuous physi-
cal process is controlled by software compo-
nents which run at discrete instants. One
of the verification techniques is to simulate
the global system. In such a simulation pro-
cess, the continuous physical process is mod-
eled as differential equations whose solutions
are approximated by dedicated integration al-
gorithms. The discrete processing is the soft-
ware components. Both parts of the system
have to interact, allowing the discrete process
to react to events of the continuous one.

Simulations can be very dependent on the
initial conditions of the system. Small varia-
tions may have important impacts. Moreover,
the initial conditions may not always be accu-
rately known. A solution to address these un-
certainties is to compute using intervals, hence
to rely on interval-based guaranteed integra-
tion tools [2, 6].

Tools and Domain Specific Languages ex-
ist to ease the modeling, development and
verification of hybrid systems (Modelica,
Simulink/Stateflow, LabVIEW, Zélus

and others [4]). These languages provide nu-
merous advantages compared to a manual im-
plementation requiring to explicitly bind the
code of the software components with the run-
time/library of simulation. They often pro-

∗Corresponding author.

pose high-level constructs (automata, differ-
ential equations, guards) with dedicated static
verifications (typechecking, initialization anal-
ysis, scheduling, causality analysis) and com-
pile the hybrid model to low-level code (C,
C++) to produce an executable simulation.

This work proposes to bind the flexibility
of a hybrid programming language, Zélus[3],
with the safety of interval-based guaranteed
integration using DynIbex[1, 5]. Zélus natively
generates imperative OCaml code linked with
a point-wise simulation runtime. DynIbex is a
plug-in of the C++ Ibex library, bringing var-
ious validated numerical integration methods
to solve Initial Value Problems (IVPs). We
do not address the compilation of arbitrary
Zélus programs toward DynIbex. We present
the compilation scheme for an IVP described
in a subset of Zélus to a C++ simulation code
using DynIbex.

1 IVPs in Zélus

An IVP in DynIbex is represented by a vector-
valued ordinary differential equation (ODE)
with initial conditions whereas an IVP in Zélus

is represented by a system of coupled equa-
tions. Compilation from Zélus to DynIbex

therefore requires a transformation between
these representations.

The model of a simple harmonic oscilla-
tor with dampening described by the equa-
tion ẍ + k2 ẋ + k1 x = 0 with initial values
x(0) = 1, ẋ(0) = 0 can be written in Zélus

as :

l e t hybrid shm_decay ( x0 , x ’ 0 , k1 , k2 ) = x
where rec der x = x ’ i n i t x0
and der x ’ = − . k1 ∗ . x − . k2 ∗ . x ’ i n i t

x ’ 0
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l e t hybrid main ( ) = x where

x = shm_decay ( 1 . 0 , 0 . 0 , 4 . 0 , 0 . 4 )

where der x represents ẋ and der x’ is
ẍ. The node main instantiates the node
shm_decay with specific initial values and k1
and k2.

2 Compiling the IVP

Compiling the Zélus code requires two steps.
First the hierarchy of nodes must be flattened,
harvesting all the differential equations. Dur-
ing this process, each node instantiation ex-
pression is replaced by the body of the node
where the occurrences of its parameters are
replaced by the effective expressions provided
at the instantiation point. This implies a re-
cursive inlining mechanism which terminates
since Zélus forbids recursive nodes.

Once the intermediate representation of the
flattened system is obtained, the multiple
equations have to be aggregated into a unique
vector-valued function to finally generate the
C++ code. Each differential equation cor-
responds to one dimension of the DynIbex

Function data structure. Initial conditions
are also transformed in a vector-valued struc-
ture. During this process, Zélus expressions
are compiled to C++ expressions. Since nodes
are flattened, leading to a list of equations,
this process mostly consists of a translation of
arithmetic expressions into C++, mapping the
identifiers to the appropriate vector compo-
nent, and converting real constants into trivial
intervals.

We extended the Zélus compiler to imple-
ment the described compilation process. This
new backend operates on the intermediate rep-
resentation obtained after type, causality and
initialization analyses and does not interfere
with the standard compilation. The code gen-
erated for the example given at the beginning
of this section is shown in the following listing.

#define T0 (0 .000000)
#define TEND (6 .000000)
int main ( ) {

const int dim = 2 ;

Var iab le y (dim) ;
In t e rva lVec to r y i n i t (dim) ;
Function ydot =

Function
(y ,
Return

(y [ 1 ] ,
( (− I n t e r v a l (4 . 000000) ) ∗ y [ 0 ] ) −
( I n t e r v a l (0 . 400000) ∗ y [ 1 ] ) )

) ;
y i n i t [ 0 ] = I n t e r v a l (1 . 000000) ;
y i n i t [ 1 ] = I n t e r v a l (0 . 000000) ;
ivp_ode problem = ivp_ode ( ydot ,T0 , y i n i t )

;
s imu la t i on simu =

s imu la t i on (&problem ,TEND,GL4, 1 e−7) ;
simu . run_simulation ( ) ;
simu . export_y0 ( " export " ) ;
return 0 ;

}

In this generated code, the size of the IVP
is 2 since we had 2 equations. The interval
y stores the continuous state of the system.
The vector yinit contains the initial values.
Each equation is translated into an argument
of the Return constructor. We can see that
the compilation mapped the x’ of the Zélus

program to the dimension 1 of the vector-
based representation, and x to the dimension
0. It is possible to recognize, in the Return

clause, the translation of -.k1 *. x -. k2

*. x’ where k1 has been properly instanti-
ated by 4.0 and k2 by 0.4.

3 Experimental Results

The first experiment was to simulate the sys-
tem with Zélus and with our generated code,
then to compare the results. In the figure 1,
the Zélus native simulation is represented by
the red line and the simulation obtained using
the intervals is shown by the green boxes.

Both simulations behave consistently. In
particular, the results obtained with the stan-
dard integration runtime of Zélus always re-
main inside the boxes obtained using the in-
terval mechanism. This suggests that the na-
tive integration runtime of Zélus is precise
enough in this example to avoid inaccuracies
that could be caused by float rounding errors.

Although there is not yet syntax extension
of Zélus in the current implementation to spec-
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Figure 1: Simulations with/without intervals

ify interval values, it is possible to add un-
certainty on the initial value of der x, by
manually changing the value of yinit[0] to
Interval(0.9, 1.0) in the generated C++

code. The simulation obtained after this
change is shown in the figure 2.

Figure 2: Simulation with initial uncertainty
Both simulations continue to behave consis-

tently, and we see more clearly how the uncer-
tainty increases with time.

4 Conclusion

We presented a mechanism to compile IVPs
described in Zélus to C++ code using DynIbex.
This allows the simulation of programs writ-
ten in a high-level programming language with
interval-based validated numerical integration
methods. This work has lead to a real imple-
mentation in the Zélus compiler. Extensions

to handle more complex IVPs and to com-
pile contracts verification on programs are in
progress.
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Introduction

We turn the rigorous but theoretical approach
to computing with continuous data [8] into
practice, complementing classical numerical
and analytic methods for solving broad classes
of initial-value and boundary-value problems
(IVP and BVP) for partial differential equa-
tions (PDEs). The Exact Real Computation
paradigm1 allows to conveniently implement
imperative algorithms involving real numbers,
converging sequences, and smooth functions
without the hassles of Turing machines. This
approach differs from traditional Reliable Nu-
merics in considering real numbers as exact
entities (as opposed to intervals [5]) while
guaranteeing output approximations up to er-
ror 1/2n (as opposed to intermediate precision
propagation), where n is the output error pa-
rameter. We develop a turnkey solver, includ-
ing careful calculations of internal parameters
(such as spatial grid and time step size) and
in agreement with complexity predictions [4],
in dependence on n. This is the starting point
towards actual implementation.

Difference Schemes in Exact

Real Computation

Consider IVP and BVP for systems of PDEs
of the form

∗Corresponding author.
1See arXiv:1608.05787v4





ut = Lu+ f(t, x) ∈ Cp(Ω,Rn),

u |t=0= ϕ(x) ∈ Cq(Ω,Rn),(
Lu |∂Ω×[0,T ]= ψ(y)

)
.

(1)

Here ∂Ω is the boundary of the compact set
Ω ⊂ R

m, x ∈ Ω, y ∈ ∂Ω × [0, T ], L =∑
|α|≤s

Aα(x, u)
∂α

∂xα . For a boundary-value prob-

lem (the Cauchy problem being stated with-
out the last condition in the parentheses of
(1)), L is a linear operator.

Suppose the given IVP and BVP be well
posed in that the classical solution ~u : [0; 1]×
Ω → R (i) exists, (ii) is unique, and (iii) de-
pends continuously on ϕ. More precisely we
assume that u(t, x) ∈ C2 and its C2-norm is
bounded linearly by C2-norms of the data as
||u||C2 ≤ cu||ϕ||C2 (in functional spaces guar-
anteeing all the required properties). More-
over suppose that the given IVP and BVP ad-
mit a (iv) stable (with stability coefficient cst)
and (v) approximating with at least the first
order of accuracy (and approximation coeffi-
cient capp) explicit difference scheme [2].

Then taking any (binary-rational) uniform
space grid step h such that

h ≤ 1/
(
cu · ||D2

xϕ|| · (1 + cst · capp) · 2n
)

and (binary-rational) time step τ meeting the
Courant inequatlity τ ≤ νh, we can apply
the standard (explicit) difference scheme iter-
ations, treating all coefficients as exact reals.
In this way we get an approximation to the
solution with the precision 1/2n.

The coefficients cu, cst and capp were explic-
itly expressed in [6] via (derivatives of) ϕ and
Aα = A∗

α = const for a particular difference
scheme for symmetric hyperbolic systems.
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For the case when Aα(x, u) = Aα(x) and
f(t, x) = 0 it is possible to improve the bit
cost of thus obtained algorithm by applying
efficient matrix powering instead of step-by-
step iterations [4].

Analytic PDEs in Exact Real

Computation

For IVP with analytic Aα, f and ϕ in (1) we
can rigorously compute solutions using ana-
lytic series, treating their coefficients as exact
reals and applying iterations of [1], §4.6.3.

In the linear case Aα = Aα(x), f = 0, it is
more efficient to use the exponentiation series
u(t, x) = exp(tL)ϕ(x) =

∑
K tK/K! · LKϕ(x)

and recursive operator powering, as suggested
in [4]. More precisely, the n-th term of this
power series gives approximation of the solu-
tion with precision 1/2n, provided that condi-
tions of Theorem 8 of [4] hold.

Conclusion

For analytic PDEs we develop the series tech-
nique in addition to the possible application
of difference schemes, because, as proved in
[4] for the linear case (Theorem 3), it yields
PTIME complexity bounds provided the in-
put is PTIME computable. For the difference
scheme approach the best complexity bound
which we were so far able to establish for the
linear case and PTIME inputs, was PSPACE
(for particular examples #P#P ), i.e. much
“worse” than PTIME.

Note also that finding the solution to the
2-dimensional Poisson equation was proved in
[3] to be optimally in #P while solutions to
Navier-Stokes equations were proved in [7] to
be computable, but the proofs do not provide
explicit algorithms.
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Introduction

In 1512, the boat named La Cordelière sunk
in the Rade de Brest. Its wreck is still there,
on the seabed or more probably under several
meters of sediments. As wrecks of this time
are rather rare, and the research area is huge,
it leads to an interesting challenge.

Since the wreck is buried under the sand,
the only sensor which is likely to detect the
wreck is a magnetometer, by sensing the
magnetic field perturbations of the anchors.
Therefore, in order to hope to find the re-
searched boat, a magnetometer should be
dragged near to seabed in all the area of re-
search. This is a very long mission and it is
intricate to be sure that the sensor is gone ev-
erywhere.

This is why Boatbot was developed. Boat-
bot is a semi-rigid inflatable boat on which
an electric motor was added behind the steer-
ing wheel. So, the boat can be regulated in
head. Based on this robot, the objective was
to develop some algorithms of control such
that the magnetometer dragged by the boat
properly follows the desired trajectories, while
guaranteeing that some constraints are always
respected.

Finding a controller

To be sure that the cable cannot be cut by
the propellers of the boat, the idea was to
put a kayak between the boat and the mag-
netometer. In this way, near to the propellers
there is only a rope which stays at the sur-
face of the water and can even at worst be cut

without losing the magnetometer. This exper-
iment can be seen on the picture of Boatbot
presented in Figure 1.

So the objective here is to find a controller
which can control the position of the magne-
tometer by acting only on the direction of the
boat. To address this problem, a good ap-
proach is to consider a car with a trailer, and
to try to control the trailer. The trailer should
follow a vector field, for instance Van der Pol
vector field, like in Figure 2.

A robot is represented by its state vector X

X =




x
y
θ
θr


 ,

and its evolution function f

Ẋ = f(X, u) =





cos(θ)

sin(θ)

u
1
Lr

sin(θ − θr)

.

The couple of variables (x, y) represents the
position of the car, θ its head and θr the head
of the trailer. Lr is the distance between the
car and the trailer (see Figure 3).

It means that a robot is a dynamic system
which is modeled by a differential equation.
And the job of the controller is to find the
input u of the system with respect to some
measurements Y [3].

The error the controller should canceled is
the difference between the course of the trailer
and the direction given by the vector field [7].
Using feedback linearization method, a con-
troller can be quite easily found and makes the
error converge toward zero in few seconds [6].
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Introduction

Guaranteed characterisation of the set of con-
trollers stabilizing a system is a major prob-
lem in control theory. Interval analysis gives
a tool to solve this problem as described in
[2]. However it is computationally expensive
for high order systems (>7) with a lot of con-
troller gains (>5) or parametric uncertainties.
This work deals with author attempts on al-
ternative approaches to improve this compu-
tation efficiency. Section 2 recalls stability cri-
teria for systems and how they are used by an
interval analysis algorithm in robust control.
Section 3 gives some alternative implementa-
tions of stability criteria. Section 4 suggests a
different algorithm.

Stabilizing Controllers Set

Computation

u
x

+

−
r

e
G(p)K(k)

Figure 1: Closed-Loop System F

Let G(p) and K(k) be Linear Time Invari-
ant Systems (LTI). G is called the regulated
systems, p are the uncertain parameters of G.
K is called the controller and k are the con-
troller gains. G(p) and K(k) are linked in a
closed-loop system F (p, k) as shown in Fig.

1. F (p, k) is also an LTI system. The prob-
lem stated in this work is to find the set Kstable

stabilizing F for all values of p inside a given
set P.

Given a state-space representation of F ,
(AF (p, k), BF , CF , DF ), An internal stability
criterion for F is given by the Routh-Hurwitz
criterion [2] : Given P (p, k, s) = det(sI −
AF (p, k)) the characteristic polynomial of AF

and ai(p, k) ∈ Rn its coefficients and H the
Hurwitz Matrix given by:

H =




a1 a0 0 0 0 0 0 · · · 0
a3 a2 a1 a0 0 0 0 · · · 0
a5 a4 a3 a2 a1 a0 0 · · · 0
...

...
...

...
...

...
...

. . .
...

0 0 0 0 0 0 0 · · · an




F is internally stable iff all the minors of H
are strictly negative.

As those minors have an analytic expres-
sion, this criterion is available for a set com-
putation via interval analysis. [2] translates
the stabilizing set finding problem as a con-
straint satisfaction problem (CSP) and pro-
vides an algorithm to solve it by operating
dichotomies on an initial box of values of k.
However the complexity of this algorithm is
exponential with the dimension of the interval
box k and the evaluation pessimism increases
dramatically with the order n of the system
F for a naive implementation of the Routh-
Hurwitz stability criterion.

Alternative Stability Criteria

Following the previous statement, several so-
lutions are explored to control the computa-
tional complexity.
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The first improvement is to use the Lienard-
Chipart criterion [4] which is a direct deriva-
tive from the Routh-Hurwitz. However it is
more efficient as it tests only half the minors
of the Hurwitz matrix, giving the opportunity
to not compute the minor with the highest
degree, which suffer the most from evaluation
pessimism. For the same computational com-
plexity, it is possible to deal with systems with
one more order.

The second tested solution is to improve
the Directed Acyclic Graph (DAG) of the sta-
bility criterion expression for a more precise
interval evaluation. For that, the operator
HurwStab([ai]) is created at a low implemen-
tation level for interval computation. This re-
sults in a significant reduction in evaluation
pessimism.

The last one is to test an alternative cri-
terion based on the Argument Principle [5]
formula: given a complex function f and a
complex positively oriented contour

∮
C where

f never equals zero,
∮

C

f ′(z)
f(z)

dz = 2πi(Z −Q)

where Z and Q are respectively the number of
zeros and poles of f . The idea is to replace f
by the characteristic polynomial (which does
not have poles) to test if it has roots on the
right half plane which cause instability. It is
possible with a clever contour like on Fig. 2,
with a maximum radius fixed with Gershgorin
circles. It provides an alternative criterion as
long as the algorithm can compute integrals
with interval analysis.

Despite the addition of complexity and
pessimism caused by integral computation,
this alternative criterion seems interesting for
some problems with high order systems.

Alternative Set Computation

Algorithm

Eventually, an alternative algorithm is sug-
gested to compute the stabilizing set. It uses

Figure 2: A Nyquist Contour Γ

Kharitonov theorem [3]. Kharitonov states
that, for a characteristic polynomial with in-
terval coefficients, it is sufficient to test only
four polynomial edges to prove complete sta-
bility of all polynomials in the set.

As far as the author knows, there is no
method to prove complete instability for such
interval polynomials. However, Dabbene [1]
gives a fast randomized algorithm to find
a stable punctual polynomial inside interval
polynomials. A failure of the Dabbene algo-
rithm suggests a complete instability of the
set. For a polynomial order < 14, about 1000
iterations seem to provide a reliable result.

Here, Kharitonov and Dabbene are seen as
operators taking interval polynomial coeffi-
cients and returning a Boolean (Kharitonov
is true if the set is stable, Dabbene is true if it
found a stable point in the set). Based on def-
initions given in previous sections, the author
defines two operators:

- The coefficient operator :

(p, k) → ai(p, k)

p ∈ P, k ∈ K, ai ∈ Rn (1)

- The Dabbene-Kharitonov (DK)-operator :

[ai] →





true if Kharitonov([ai])
false if ¬Dabbene([ai])
unknown if Dabbene([ai])

(2)
Using those operators, the alternative Set

Computation algorithm steps are as follows:

1. With a given set of values for (p,k) the
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coefficient operator provides a set of poly-
nomial coefficients [ai].

2. The DK-operator is used by a paver
to provide the set of stable polynomials
given by their coefficients.

3. Based on the result of 2., a Set Inversion
Algorithm returns the stabilizing con-
troller gains set Kstable.

This algorithm is not guaranteed as the
Dabbene test is not. However still it seems
relevant because a failure of the Dabbene test
is unlikely to occur as it is explained in the
statistical analysis provided in [1]. This al-
gorithm could be efficient insofar as the KD-
operator does not introduce evaluation pes-
simism. It is not the case for the coefficient
operator but its expression is assumed to be
simple regarding Routh-Hurwitz criterion ex-
pression.

A discussion on the complete implementa-
tion of this algorithm will conclude the work.
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ẋ(t) = f (x(t)) , x ∈ R
n , ✭✶✮

❛❧❧ ♦✛✲❞✐❛❣♦♥❛❧ ❡❧❡♠❡♥ts Ji,j ✱ i, j ∈ {1, . . . , n}✱
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J =
∂f (x)

∂x
✭✷✮

❛r❡ str✐❝t❧② ♥♦♥✲♥❡❣❛t✐✈❡ ❛❝❝♦r❞✐♥❣ t♦

Ji,j ≥ 0 , i, j ∈ {1, . . . , n} , i 6= j . ✭✸✮

∗❈♦rr❡s♣♦♥❞✐♥❣ ❛✉t❤♦r✳
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s❡❧❡❝t❡❞ s②st❡♠ ♦✉t♣✉ts ✐♥ ♣r❡❞✐❝t✐✈❡ ❝♦♥tr♦❧
❛♥❞ t❤❡ ✐❞❡♥t✐✜❝❛t✐♦♥ ♦❢ ✉♥❦♥♦✇♥ ♣❛r❛♠❡t❡rs✳

▼❛✐♥ ■❞❡❛

▼❛♥② s②st❡♠ ♠♦❞❡❧s ✐♥ ❜✐♦❧♦❣✐❝❛❧✱ ❝❤❡♠✐❝❛❧✱
❛♥❞ ♠❡❞✐❝❛❧ ❛♣♣❧✐❝❛t✐♦♥s ❛r❡ ♥❛t✉r❛❧❧② ❝♦♦♣✲
❡r❛t✐✈❡✳ ❍♦✇❡✈❡r✱ t❤❡r❡ ✐s ❛❧s♦ ❛ ❣r❡❛t ♥✉♠❜❡r
♦❢ s②st❡♠s ✭t②♣✐❝❛❧❧② ❢r♦♠ t❤❡ ✜❡❧❞s ♦❢ ❡❧❡❝tr✐❝✱
♠❛❣♥❡t✐❝✱ ❛♥❞ ♠❡❝❤❛♥✐❝❛❧ ❛♣♣❧✐❝❛t✐♦♥s✮ ✇❤✐❝❤
❞♦ ♥♦t s❤♦✇ t❤✐s ♣r♦♣❡rt② ✐❢ t❤❡ st❛t❡ ❡q✉❛✲
t✐♦♥s ❛r❡ ❞❡r✐✈❡❞ ✉s✐♥❣ ✜rst✲♣r✐♥❝✐♣❧❡ t❡❝❤✲
♥✐q✉❡s✳ ❍❡♥❝❡✱ ✐t ✐s ♦❢t❡♥ ❞❡s✐r❡❞ t♦ tr❛♥s❢♦r♠
s✉❝❤ s②st❡♠ ♠♦❞❡❧s ✐♥t♦ ❛♥ ❡q✉✐✈❛❧❡♥t ❝♦♦♣✲
❡r❛t✐✈❡ ❢♦r♠✳ ■❢ ❛ s②st❡♠

ẋ(t) = f (x(t),u(t)) ✭✹✮

✐s ❧✐♥❡❛r✱ ✐t ❝❛♥ ❜❡ ❣✐✈❡♥ ✐♥ t❤❡ st❛t❡✲s♣❛❝❡
r❡♣r❡s❡♥t❛t✐♦♥

ẋ = A(p) · x+B(p) · u ✭✺✮

✇✐t❤ t❤❡ st❛t❡ ✈❡❝t♦r x ❛♥❞ t❤❡ ✐♥♣✉t u ❝♦♥s✐❞✲
❡r✐♥❣ ♣❛r❛♠❡t❡r ✉♥❝❡rt❛✐♥t② ✐♥ t❤❡ ❡❧❡♠❡♥ts ♦❢
t❤❡ s②st❡♠ ♠❛tr✐① A(p) ❛s ✇❡❧❧ ❛s t❤❡ ✐♥♣✉t
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♠❛tr✐① B(p)✳ ▼♦r❡♦✈❡r✱ ♠♦st ♥♦♥❧✐♥❡❛r s②s✲
t❡♠s ❝❛♥ ❜❡ r❡❢♦r♠✉❧❛t❡❞ ✐♥t♦ ❛ q✉❛s✐✲❧✐♥❡❛r
st❛t❡✲s♣❛❝❡ r❡♣r❡s❡♥t❛t✐♦♥

ẋ = A(x) · x+B(x) · u , ✭✻✮

✇❤❡r❡ t❤❡ ✉♥❝❡rt❛✐♥t② ❧✐❡s ✐♥ t❤❡ st❛t❡ ❞❡♣❡♥✲
❞❡♥❝✐❡s ❞✉❡ t♦ ♥♦♥❧✐♥❡❛r ❡①♣r❡ss✐♦♥s ✐♥ t❤❡
r✐❣❤t✲❤❛♥❞ s✐❞❡s ♦❢ ✭✹✮✳ ❇♦t❤ r❡♣r❡s❡♥t❛t✐♦♥s
✭✺✮ ❛♥❞ ✭✻✮ ❞❡s❝r✐❜❡ ✉♥❝❡rt❛✐♥ s②st❡♠s✱ ✇❤✐❝❤
❝❛♥ ❜❡ tr❛♥s❢♦r♠❡❞ ✐♥t♦ ❝♦♦♣❡r❛t✐✈❡ ❢♦r♠s ❜②
♠❡❛♥s ♦❢ ❊qs✳ ✭✶✮✕✭✸✮✳ ■❢ t❤❡ s②st❡♠ ♠♦❞❡❧ ✐s
❝♦♥tr♦❧❧❛❜❧❡ ✭♦r ❛t ❧❡❛st st❛❜✐❧✐③❛❜❧❡✮ ❛♥❞ t❤❡
❞❡s✐r❡❞ ♦♣❡r❛t✐♥❣ st❛t❡ ✐s s❡t t♦ x = xs = 0

✇✐t❤♦✉t ❧♦ss ♦❢ ❣❡♥❡r❛❧✐t② ❢♦r t❤❡ st❡❛❞②✲st❛t❡
✐♥♣✉t u = us = 0✱ ❛ ❢❡❡❞❜❛❝❦ ❝♦♥tr♦❧❧❡r ✐s
✐♥tr♦❞✉❝❡❞ ✐♥ ❊qs✳ ✭✺✮ ❛♥❞ ✭✻✮ ❛❝❝♦r❞✐♥❣ t♦
u = −K(p) ·x ♦r u = −K(x) ·x✱ r❡s♣❡❝t✐✈❡❧②✱
❧❡❛❞✐♥❣ t♦ t❤❡ ❢♦❧❧♦✇✐♥❣ st❛t❡✲s♣❛❝❡ r❡♣r❡s❡♥✲
t❛t✐♦♥s✿

ẋ = (A(p)−B(p)K(p))·x = AC(p) · x ✭✼✮

ẋ = (A(x)−B(x)K(x))·x = AC(x) · x. ✭✽✮
❋♦r t❤❡ tr❛♥s❢♦r♠❛t✐♦♥ ✐♥t♦ ❛♥ ❡q✉✐✈❛❧❡♥t ❝♦✲
♦♣❡r❛t✐✈❡ ❢♦r♠✱ ✇❡ ♠❛❦❡ ✉s❡ ♦❢ ❛ ♠❡t❤♦❞ ❞❡✲
✈❡❧♦♣❡❞ ✐♥ ❬✷❪ ❢♦r ❧✐♥❡❛r s②st❡♠s ✇✐t❤ ❝r✐s♣ ♣❛✲
r❛♠❡t❡r✐③❛t✐♦♥✳ ❚❤✐s ❛♣♣r♦❛❝❤ ❤❛s ❜❡❡♥ ❡①✲
t❡♥❞❡❞ t♦ ✉♥❝❡rt❛✐♥ s②st❡♠s ✐♥ ❬✺❪ ❛♥❞ ❣❡♥❡r✲
❛❧✐③❡❞ ✐♥ ❬✹❪ t♦ ❝♦✈❡r r❡❛❧✲❧✐❢❡ ❛♣♣❧✐❝❛t✐♦♥s ✐♥ ❛♥
❡✣❝✐❡♥t ♠❛♥♥❡r✳ ■t ✇❛s s❤♦✇♥ t❤❛t ♦♥❡ ♥❡❡❞s
t♦ ❞✐st✐♥❣✉✐s❤ ❜❡t✇❡❡♥ s②st❡♠s ✇✐t❤ ♣✉r❡❧②
r❡❛❧ ❛♥❞ ❝♦♥❥✉❣❛t❡ ❝♦♠♣❧❡① ❡✐❣❡♥✈❛❧✉❡s✳ ❋♦r
t❤❡ ♣r❡s❡♥t❡❞ ♣❛♣❡r✱ ✇❡ ✇✐❧❧ ❝♦♥❝❡♥tr❛t❡ ♦♥
t❤❡ ❢♦r♠❡r✳ ■t ✇❛s ❛ss✉♠❡❞ t❤❛t t❤❡ ✉♥❝❡r✲
t❛✐♥ s②st❡♠ ♠❛tr✐① ❝❛♥ ❜❡ ❡①♣r❡ss❡❞ ❜② t❤❡
❡❧❡♠❡♥t✲✇✐s❡ ❞❡✜♥❡❞ ✐♥❡q✉❛❧✐t②

Za −∆ ≤ Z := AC ≤ Za +∆ , ✭✾✮

✇❤❡r❡ ∆ ❝♦♥s✐sts ♦❢ t❤❡ ✭s②♠♠❡tr✐❝✮ ✇♦rst✲
❝❛s❡ ❜♦✉♥❞s ♦❢ ❛❧❧ ❡♥tr✐❡s ✐♥ [AC]✳ ◆♦t❡✱ t❤❡
♠✐❞♣♦✐♥t ♠❛tr✐① Za = ZT

a ✐♥ ❊q✳ ✭✾✮ ✐s ❛s✲
s✉♠❡❞ t♦ ❜❡ s②♠♠❡tr✐❝ ✐♥ ✇❤❛t ❢♦❧❧♦✇s✳ ❆
▼❡t③❧❡r ♠❛tr✐① R = µEn − Γ ✐s s❡❛r❝❤❡❞
❢♦r✱ ✇❤✐❝❤ ❤❛s t❤❡ s❛♠❡ ❡✐❣❡♥✈❛❧✉❡s ❛s Za✱
✇✐t❤ ❛ ❝♦♥st❛♥t µ ∈ R ❛♥❞ ❛ ❞✐❛❣♦♥❛❧ ♠❛✲
tr✐① Γ ∈ R

n×n❀ En ∈ R
n×n ✐s ❛ ♠❛tr✐① ✇✐t❤

❛❧❧ ❡❧❡♠❡♥ts ❡q✉❛❧ t♦ ✶ ❛♥❞ Γ = ρIn ✇✐t❤
ρ > µ ❛♥❞ t❤❡ ✐❞❡♥t✐t② ♠❛tr✐① I ♦❢ ♦r❞❡r n✳
■❢ eig(R) = eig(Za)✱ ❛❝❝♦r❞✐♥❣ t♦ ❬✷❪✱ t❤❡r❡
❡①✐sts ❛♥ ♦rt❤♦❣♦♥❛❧ ♠❛tr✐① S ∈ R

n×n s✉❝❤
t❤❛t STZS✱ r❡s♣❡❝t✐✈❡❧②✱ ✐s ▼❡t③❧❡r ♣r♦✈✐❞❡❞
t❤❛t µ > n||∆||max✱ ✇❤❡r❡ ||∆||max ❞❡♥♦t❡s
t❤❡ ♠❛①✐♠✉♠ ❛❜s♦❧✉t❡ ✈❛❧✉❡ ♦❢ ∆✳ ❍♦✇❡✈❡r✱
✐♥ s❡✈❡r❛❧ ♣r❛❝t✐❝❛❧ ❝❛s❡s ✜♥❞✐♥❣ t❤❡ tr❛♥s❢♦r✲
♠❛t✐♦♥ ♠❛tr✐① S ✐s ♥♦t tr✐✈✐❛❧✳ ❚❤✉s✱ t❤✐s ❛♣✲
♣r♦❛❝❤ ✇❛s ❝♦♥✈❡rt❡❞ ✐♥t♦ ❛ ❝♦♠♣✉t❛t✐♦♥❛❧❧②
❢❡❛s✐❜❧❡ ♦♣t✐♠✐③❛t✐♦♥ ♣r♦❜❧❡♠ ❢♦r♠✉❧❛t❡❞ ✇✐t❤
❧✐♥❡❛r ♠❛tr✐① ✐♥❡q✉❛❧✐t② ✭▲▼■✮ ❝♦♥str❛✐♥ts ❬✶❪✳
❚❤✐s ✐s ❞♦♥❡ ✇✐t❤ t❤❡ ♠❛✐♥ ❣♦❛❧ ♦❢ ❛ ❣❡♥❡r❛❧✲
✐③❛t✐♦♥ t♦ ❝♦✈❡r ❜♦t❤ ♣♦ss✐❜❧❡ ✉♥❝❡rt❛✐♥t✐❡s ♦❢
❊qs✳ ✭✺✮ ❛♥❞ ✭✻✮✳ ❇♦t❤ t②♣❡s ♦❢ s②st❡♠ ♠♦❞❡❧s
✇✐t❤ t✐♠❡✲ ❛♥❞ st❛t❡✲❞❡♣❡♥❞❡♥t ♣❛r❛♠❡t❡r ✉♥✲
❝❡rt❛✐♥t✐❡s ❛r❡ ✐♥✈❡st✐❣❛t❡❞ ❢♦r r❡❛❧✲❧✐❢❡ ❡❧❡❝tr✐❝
❘▲❈✲❝✐r❝✉✐ts✳

❘❡❢❡r❡♥❝❡s

❬✶❪ ❙✳ ❇♦②❞✱ ▲✳ ❊❧ ●❤❛♦✉✐✱ ❊✳ ❋❡r♦♥✱ ❛♥❞
❱✳ ❇❛❧❛❦r✐s❤♥❛♥✳ ▲✐♥❡❛r ▼❛tr✐① ■♥❡q✉❛❧✐✲

t✐❡s ✐♥ ❙②st❡♠ ❛♥❞ ❈♦♥tr♦❧ ❚❤❡♦r②✳ ❙■❆▼✱
P❤✐❧❛❞❡❧♣❤✐❛✱ ✶✾✾✹✳

❬✷❪ ❉✳ ❊✜♠♦✈✱ ❚✳ ❘❛ïss✐✱ ❙✳ ❈❤❡❜♦t❛r❡✈✱ ❛♥❞
❆✳ ❩♦❧❣❤❛❞r✐✳ ■♥t❡r✈❛❧ ❙t❛t❡ ❖❜s❡r✈❡r ❢♦r
◆♦♥❧✐♥❡❛r ❚✐♠❡ ❱❛r②✐♥❣ ❙②st❡♠s✳ ❆✉t♦✲

♠❛t✐❝❛✱ ✹✾✭✶✮✿✷✵✵✕✷✵✺✱ ✷✵✶✸✳

❬✸❪ ▲✳ ❏❛✉❧✐♥✱ ▼✳ ❑✐❡✛❡r✱ ❖✳ ❉✐❞r✐t✱ ❛♥❞
➱✳ ❲❛❧t❡r✳ ❆♣♣❧✐❡❞ ■♥t❡r✈❛❧ ❆♥❛❧②s✐s✳
❙♣r✐♥❣❡r✕❱❡r❧❛❣✱ ▲♦♥❞♦♥✱ ✷✵✵✶✳

❬✹❪ ❏✳ ❑❡rst❡♥✱ ❆✳ ❘❛✉❤✱ ❛♥❞ ❍✳ ❆s❝❤❡♠❛♥♥✳
❙t❛t❡✲❙♣❛❝❡ ❚r❛♥s❢♦r♠❛t✐♦♥s ♦❢ ❯♥❝❡rt❛✐♥
❙②st❡♠s ❲✐t❤ P✉r❡❧② ❘❡❛❧ ❛♥❞ ❈♦♥❥✉❣❛t❡✲
❈♦♠♣❧❡① ❊✐❣❡♥✈❛❧✉❡s ■♥t♦ ❛ ❈♦♦♣❡r❛t✐✈❡
❋♦r♠✳ ■♥ Pr♦❝✳ ♦❢ ✷✸r❞ ■♥t❡r♥❛t✐♦♥❛❧

❈♦♥❢❡r❡♥❝❡ ♦♥ ▼❡t❤♦❞s ❛♥❞ ▼♦❞❡❧s ✐♥

❆✉t♦♠❛t✐♦♥ ❛♥❞ ❘♦❜♦t✐❝s ✷✵✶✽✱ ▼✐❡❞③②③✲
❞r♦❥❡✱ P♦❧❛♥❞✱ ✷✵✶✽✳

❬✺❪ ❚✳ ❘❛ïss✐✱ ❉✳ ❊✜♠♦✈✱ ❛♥❞ ❆✳ ❩♦❧❣❤❛❞r✐✳ ■♥✲
t❡r✈❛❧ ❙t❛t❡ ❊st✐♠❛t✐♦♥ ❢♦r ❛ ❈❧❛ss ♦❢ ◆♦♥✲
❧✐♥❡❛r ❙②st❡♠s✳ ■❊❊❊ ❚r❛♥s✳ ❆✉t♦♠❛t✳

❈♦♥tr✳✱ ✺✼✿✷✻✵✕✷✻✺✱ ✷✵✶✷✳
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Figure 6: No-lost zone associated with the 5
islands

without being lost with the available control
strategies. Define the index set associated
with the strategy Ij as

Ij = {k|Ck∩Back(j,
⋃

i 6=k

Ci) 6= ∅}.

If we start from Ck,k ∈ Ij , then we will reach
at least another coastal area with the control
strategy j. We have

{
x ∈ Back(j,

⋃
iCi)

x ∈ Forw(j,Ck), k ∈ Ij ⇒ x ∈ S

Thus

S ⊂
⋃

j

⋃

k∈Ij
Forw(j,Ck) ∩ Back(j,

⋃

i

Ci).

This property will allow us to have an in-
ner approximation of the no-lost zone, which
is our main contribution. This is illustrated
by Figure 6 with 8 strategies: North, East,
South, West, North-East, East-South, South-
West, West-North.
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■♥tr♦❞✉❝t✐♦♥

■♥ ❝♦♥tr♦❧ s②st❡♠s✱ st❛t❡ ❡st✐♠❛t♦rs ❛r❡
♠❛✐♥❧② ✉s❡❞ t♦ ✜❧t❡r r❡❞✉♥❞❛♥t ❞❛t❛✱ t♦ ❡❧✐♠✲
✐♥❛t❡ ❡rr♦♥❡♦✉s ♠❡❛s✉r❡♠❡♥ts ❛♥❞ t♦ ♣r♦✲
❞✉❝❡ r❡❧✐❛❜❧❡ st❛t❡ ❡st✐♠❛t✐♦♥s ✐♥ t❤❡ ♣r❡s✲
❡♥❝❡ ♦❢ ♠❡❛s✉r❡♠❡♥t ♥♦✐s❡s ❛♥❞ ♣❡rt✉r❜❛✲
t✐♦♥s✳ ■♥ ✶✾✻✵✱ ❑❛❧♠❛♥ s❡t t❤❡ ❣r♦✉♥❞ ❢♦r
❛ ♥❡✇ ❝❧❛ss ♦❢ st❛t❡ ❡st✐♠❛t✐♦♥ t❡❝❤♥✐q✉❡s ❜②
✐♥tr♦❞✉❝✐♥❣ ❤✐s ❢❛♠♦✉s ♣♦✇❡r❢✉❧ ②❡t s✐♠♣❧❡ ✜❧✲
t❡r✱ t❤❛t ❝♦♥s✐❞❡rs ❦♥♦✇♥ ✭●❛✉ss✐❛♥✮ ❞✐str✐✲
❜✉t✐♦♥s ♦❢ ♠❡❛s✉r❡♠❡♥t ♥♦✐s❡s ❛♥❞ st❛t❡ ♣❡r✲
t✉r❜❛t✐♦♥s✳ ❙♦♠❡t✐♠❡s✱ t❤❡ ❛ss✉♠♣t✐♦♥s t❤❛t
t❤❡ ❝❧❛ss✐❝❛❧ ✜❧t❡r ✉s❡s ❛r❡ ♥♦t t♦♦ r❡❛❧✐st✐❝✳
❚❤❡r❡❢♦r❡✱ ❛s ❛♥ ❛❧t❡r♥❛t✐✈❡✱ t❤❡ ❞❡t❡r♠✐♥✐s✲
t✐❝ ❛♣♣r♦❛❝❤❡s ❛r♦s❡ ❜② ❝♦♥s✐❞❡r✐♥❣ ✉♥❦♥♦✇♥
❜✉t ❜♦✉♥❞❡❞ ♣❡rt✉r❜❛t✐♦♥s ❛♥❞ ♠❡❛s✉r❡♠❡♥t
♥♦✐s❡s✳ ❆♠♦♥❣ t❤✐s ❢❛♠✐❧②✱ ❛ ♣❛rt✐❝✉❧❛r ✐♥t❡r✲
❡st✐♥❣ ❛♣♣r♦❛❝❤ ✐s t❤❡ s❡t✲♠❡♠❜❡rs❤✐♣ st❛t❡
❡st✐♠❛t✐♦♥✱ ✇❤❡r❡ ❞✐✛❡r❡♥t s❡ts ❝❛♥ ❜❡ ✉s❡❞✳
❚❤❡ ❝❤♦✐❝❡ ♦❢ t❤❡ ❝♦♥s✐❞❡r❡❞ s❡t ♠❛✐♥❧② ❞❡✲
♣❡♥❞s ♦♥ t❤❡ ❛♣♣❧✐❝❛t✐♦♥ ❛♥❞ ♦♥ t❤❡ tr❛❞❡✲♦✛
❜❡t✇❡❡♥ ❛❝❝✉r❛❝② ❛♥❞ s✐♠♣❧✐❝✐t②✳ ❍♦✇❡✈❡r✱
❞❡s♣✐t❡ t❤❡ ♣r❡❝✐s✐♦♥ ❛♥❞ t❤❡ ❧♦✇ ❝♦♠♣❧❡①✲
✐t② t❤❛t s♦♠❡ s❡t✲♠❡♠❜❡rs❤✐♣ st❛t❡ ❡st✐♠❛t✐♦♥
t❡❝❤♥✐q✉❡s ❝❛♥ ♦✛❡r✱ t❤❡r❡ ✐s st✐❧❧ ❛ ❣❛♣ ❜❡✲
t✇❡❡♥ t❤❡♦r② ❛♥❞ ♣r❛❝t✐❝❡ ✐♥ t❤✐s ✜❡❧❞✳ ■♥ t❤✐s
❝♦♥t❡①t✱ ❢❡✇ s❡t✲♠❡♠❜❡rs❤✐♣ st❛t❡ ❡st✐♠❛t♦rs
✇❡r❡ t❡st❡❞ ♦♥ ♥❡✇ t❡❝❤♥♦❧♦❣✐❡s✱ ✐♥ ♣❛rt✐❝✉✲

∗❈♦rr❡s♣♦♥❞✐♥❣ ❛✉t❤♦r✳

❧❛r ♦♥ ❯♥♠❛♥♥❡❞ ❆❡r✐❛❧ ❱❡❤✐❝❧❡s ✭❯❆❱s✮ ❬✷❪✱
❬✻❪ ❛♥❞ r♦❜♦ts ❬✸❪✱ ♦r ❡①t❡♥❞❡❞ t♦ ✐♥❝♦r♣♦r❛t❡
♣❤②s✐❝❛❧ st❛t❡ ❝♦♥str❛✐♥ts ❬✺❪✳ ■♥ t❤✐s ✇♦r❦✱
❛ ③♦♥♦t♦♣✐❝ s❡t✲♠❡♠❜❡rs❤✐♣ st❛t❡ ❡st✐♠❛t✐♦♥
t❡❝❤♥✐q✉❡ ✐s ❛♣♣❧✐❡❞ t♦ t❤❡ ♣♦s✐t✐♦♥ ❡st✐♠❛t✐♦♥
♦❢ ❛♥ ♦❝t♦r♦t♦r ♠♦❞❡❧ ✉s❡❞ ❢♦r r❛❞❛r ❛♣♣❧✐✲
❝❛t✐♦♥s✳ ❚❤❡ ♠♦❞❡❧ ❝♦♠♣❧❡①✐t② ❛♥❞ t❤❡ ♣❡r✲
t✉r❜❛t✐♦♥s ❝♦♠✐♥❣ ❢r♦♠ ❞✐✛❡r❡♥t s♦✉r❝❡s ♠❛❦❡
t❤❡ st❛t❡ ❡st✐♠❛t✐♦♥ ♦❢ t❤❡ ❞r♦♥❡ ❛ ❝❤❛❧❧❡♥❣✐♥❣
♣r♦❜❧❡♠✳ ■♥ t❤✐s ❝❛s❡✱ ❛♥ ❛❝❝✉r❛t❡ ♣♦s✐t✐♦♥ ❡s✲
t✐♠❛t✐♦♥ ♦❢ t❤❡ ❯❆❱ ✐s ♥❡❡❞❡❞ ❢♦r t❤❡ r❛❞❛r
t♦ ♣r♦✈✐❞❡ ❤✐❣❤ r❡s♦❧✉t✐♦♥ ✐♠❛❣❡s✳

❩♦♥♦t♦♣✐❝ s❡t✲♠❡♠❜❡rs❤✐♣

st❛t❡ ❡st✐♠❛t✐♦♥ t❡❝❤♥✐q✉❡

❈♦♥s✐❞❡r t❤❡ ❢♦❧❧♦✇✐♥❣ ❞❡t❡❝t❛❜❧❡ ❞✐s❝r❡t❡✲
t✐♠❡ ❧✐♥❡❛r t✐♠❡ ✐♥✈❛r✐❛♥t s②st❡♠✿

xk+1 = Axk +Buk +Eωk

yk = Cxk + Fωk
✭✶✮

✇✐t❤ xk ∈ R
nx ✱ uk ∈ R

nu ✱ yk ∈ R
ny ✱ ❛♥❞ ωk

❜❡❧♦♥❣✐♥❣ t♦ t❤❡ ✉♥✐t❛r② ❜♦① B
nx+ny ✳

❚❤❡♦r❡♠ ✶✳ ✭❜❛s❡❞ ♦♥ ❬✼❪✮ ❈♦♥s✐❞❡r x0 ❛♥❞
❛ss✉♠❡ t❤❛t t❤❡ st❛t❡ xk ❜❡❧♦♥❣s t♦ t❤❡ ③♦♥♦✲
t♦♣❡ Z(pk,Hk) = pk⊕HkB

m✳ ●✐✈❡♥ ❛ s❝❛❧❛r
β ∈ (0, 1)✱ ✐❢ t❤❡r❡ ❡①✐st ❛ ♣♦s✐t✐✈❡ ❞❡✜♥✐t❡ ♠❛✲
tr✐① P = P⊤ ≻ 0 ✐♥ R

nx×nx ❛♥❞ ❛ ♠❛tr✐①
Y ∈ R

nx×ny ❢♦r ✇❤✐❝❤ t❤❡ ❢♦❧❧♦✇✐♥❣ ❧✐♥❡❛r ♠❛✲
tr✐① ✐♥❡q✉❛❧✐t② ✭▲▼■✮ ❤♦❧❞s



βP 0 A⊤P−C⊤Y⊤

∗ T⊤T E⊤P− F⊤Y⊤

∗ ∗ P


 � 0 ✭✷✮
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t❤❡♥ ✐t ✐s ❣✉❛r❛♥t❡❡❞ t❤❛t xk+1 ∈
Z(x̄k+1,Hk+1)✱ ∀ωk ∈ B

nx+ny ✱ ✇❤❡r❡✿

x̄k+1 = Ax̄k +Buk + L(yk −Cx̄k) ✭✸✮

Hk+1 = [ALHk η] ✭✹✮

✇✐t❤ Y = PL✱ T =
[
E⊤ F⊤]⊤✱ AL = A −

LC ❛♥❞ η = E− LF✳

❙❦❡t❝❤ ♦❢ ♣r♦♦❢✿ ❚❤❡ ❡rr♦r zk = xk − x̄k

❜❡t✇❡❡♥ t❤❡ r❡❛❧ st❛t❡ ❛♥❞ t❤❡ ♥♦♠✐♥❛❧ ❡s✲
t✐♠❛t❡❞ st❛t❡ ❛t t✐♠❡ k ❜❡❧♦♥❣s t♦ t❤❡ ❝❡♥✲
t❡r❡❞ ③♦♥♦t♦♣❡ HkB

m✳ ❆t t✐♠❡ k+1✱ ♦♥❡ ❤❛s
zk+1 = ALzk + ηωk ∈ Hk+1B

m+nx+ny ✳
❚❤❡ ♥♦♥ ✐♥❝r❡❛s❡ ♦❢ t❤❡ P✲r❛❞✐✉s ❬✹❪ ♦❢ t❤❡

③♦♥♦t♦♣✐❝ ❡rr♦r ❝❛♥ ❜❡ ❡①♣r❡ss❡❞ s✉❝❤ t❤❛t
max

ẑ

‖Hk+1ẑ‖2P ≤ βmax
z

‖Hkz‖2P+max
t

‖Tt‖22
✇✐t❤ t❤❡ ♥♦t❛t✐♦♥s ẑ =

[
z⊤ t⊤

]⊤ ∈
B
m+nx+ny ✱ z ∈ B

m ❛♥❞ t ∈ B
nx+ny ✳

❯s✐♥❣ t❤❡ r❡✈❡rs❡ tr✐❛♥❣❧❡ ✐♥❡q✉❛❧✐t② ❧❡❛❞s
t♦ ❛ s✉✣❝✐❡♥t ❝♦♥❞✐t✐♦♥ ❢♦r max

ẑ

(‖Hk+1ẑ‖2P −
β‖Hkz‖2P − ‖Tt‖22) ≤ 0✳ ❊①t❡♥s✐✈❡❧②✱ ∀z, t✱
t❤❡ ♥❡①t ❡①♣r❡ss✐♦♥ ✐s ✈❡r✐✜❡❞

ẑ⊤H⊤
k+1PHk+1ẑ−βz⊤HkPHkz−t⊤T⊤Tt ≤ 0

✭✺✮
❘❡♣❧❛❝✐♥❣Hk+1ẑ = (A−LC)Hkz+(E−LF)t
✐♥ ❊q✳ ✭✺✮ ❛♥❞ ✉s✐♥❣ t❤❡ ❙❝❤✉r ❝♦♠♣❧❡♠❡♥t
❧❡❛❞ ✉s t♦ t❤❡ ▲▼■ ✭✷✮✳

❖❝t♦r♦t♦r ♠♦❞❡❧✐♥❣

❚❤❡ ▼✐❦r♦❦♦♣t❡r ❆❘❋ ❖❦t♦✲❳▲ ✐s ❡q✉✐♣♣❡❞
✇✐t❤ ❛ ♠✐❝r♦✲❝♦♥tr♦❧❧❡r t❤❛t ♣r♦✈✐❞❡s ❢✉s❡❞
❛♥❞ ✜❧t❡r❡❞ ✐♥❢♦r♠❛t✐♦♥ ❢r♦♠ t❤❡ s❡♥s♦rs
❛❜♦✉t t❤❡ ❞r♦♥❡✬s ♣♦s✐t✐♦♥✳ ❆ ♥♦♥✲❧✐♥❡❛r
❞②♥❛♠✐❝❛❧ ♠♦❞❡❧ t♦❣❡t❤❡r ✇✐t❤ ❛ ❧✐♥❡❛r✐③❡❞
♠♦❞❡❧ ❛r♦✉♥❞ t❤❡ st❛t✐❝ ❤♦✈❡r✐♥❣ ❡q✉✐❧✐❜r✐✉♠
✇✐t❤ ♥✉❧❧ tr❛♥s❧❛t✐♦♥❛❧ ❛♥❞ r♦t❛t✐♦♥❛❧ ✈❡❧♦❝✐✲
t✐❡s ❛♥❞ ♥✉❧❧ r♦❧❧✱ ♣✐t❝❤ ❛♥❞ ②❛✇ ❛♥❣❧❡s ❡①✐st
❬✶❪✳ ❚❤❡ ❧✐♥❡❛r✐③❡❞ ♠♦❞❡❧ ❬✶❪ ❝❛♥ ❜❡ ❞❡❝♦✉✲
♣❧❡❞ ✐♥t♦ t❤r❡❡ ❞♦✉❜❧❡ ✐♥t❡❣r❛t♦r s✉❜s②st❡♠s
❛♥❞ t❤❡♥ ❞✐s❝r❡t✐③❡❞ ✇✐t❤ ❛ s❛♠♣❧✐♥❣ ♣❡r✐♦❞
Ts✳ ❍♦✇❡✈❡r✱ ❢♦r ❧✐♥❡❛r ♣♦s✐t✐♦♥ ❡st✐♠❛t✐♦♥
♣r♦❜❧❡♠s✱ ✇❡ ♦♥❧② ♥❡❡❞ t❤❡ t✇♦ s✉❜s②st❡♠s
❞❡s❝r✐❜✐♥❣ t❤❡ ❧♦♥❣✐t✉❞✐♥❛❧ ❛♥❞ t❤❡ ❛❧t✐t✉❞❡
❞②♥❛♠✐❝s✱ r❡s♣❡❝t✐✈❡❧②✿

x1k+1
= Ax1k +B1u1k +E1ωk

y1k = Cx1k + F1ωk
✭✻✮

x3k+1
= Ax3k +B3u3k +E3ωk

y3k = Cx3k + F3ωk
✭✼✮

✇✐t❤ x1k =
[
zk ψk Vzk ωzk

]⊤
✱ x3k =[

xk yk Vxk
Vyk
]⊤
✱ u1k =

[
FR
zk

τRzk
]⊤
✱

u3k =
[
FR
xk

FR
yk

]⊤
✱ y1k =

[
zk ψk

]⊤
✱

y3k =
[
xk yk

]⊤
✱ A =

[
I2 TsI2
02 I2

]
✱ B1 =




0 0
0 0
Ts

m 0

0 Ts

Izz


✱ B3 =




0 0
0 0
Ts

m 0

0 Ts

m


✱ C =

[
I2 02

]
✳

❚❤❡ ♥♦t❛t✐♦♥s ❛♥❞ ♣❛r❛♠❡t❡r ✈❛❧✉❡s ❛r❡ ❞❡✲
t❛✐❧❡❞ ✐♥ ❬✶❪✳ ❋✉rt❤❡r♠♦r❡✱ t❤❡ ♣❡rt✉r❜❛t✐♦♥s
❛♥❞ t❤❡ ♠❡❛s✉r❡♠❡♥t ♥♦✐s❡s ωk ❛r❡ ❜♦✉♥❞❡❞
❜② t❤❡ ✉♥✐t❛r② ❜♦① B

6✳ ❆❞❞✐t✐♦♥❛❧❧②✱ Ei =
ǫi ·

[
I4 04×2

]
✱ Fi = γi ·

[
04 I4×2

]
✱ ❢♦r i ∈

{1, 3}✱ ✇✐t❤ ǫi ❛♥❞ γi t✇♦ s❝❛❧❛rs r❡♣r❡s❡♥t✐♥❣
t❤❡ ❛❝❝✉r❛❝② ♣r♦✈✐❞❡❞ ❜② t❤❡ ❞r♦♥❡ s❡♥s♦rs✳
❚❤❡ ❝♦♥tr♦❧ ✐♥♣✉ts FR

x ✱ F
R
y ❛♥❞ FR

z ❛r❡ t❤❡
❝♦♠♣♦♥❡♥ts ♦❢ t❤❡ r❡s✉❧t✐♥❣ ♣r♦♣❡❧❧❡r✬s ❢♦r❝❡✱
✇❤❡r❡❛s τRz ✐s t❤❡ ❝♦♠♣♦♥❡♥t ♦❢ t❤❡ r❡s✉❧t✲
✐♥❣ ♣r♦♣❡❧❧❡r✬s t♦rq✉❡ ❡①♣r❡ss❡❞ ✐♥ t❤❡ ❞r♦♥❡✬s
❢r❛♠❡ ❞❡♥♦t❡❞ ❜② t❤❡ s✉♣❡rs❝r✐♣t R✳

❙✐♠✉❧❛t✐♦♥ r❡s✉❧ts

❚❤❡ ❤✐❣❤❡st s❛♠♣❧✐♥❣ ♣❡r✐♦❞ Ts = 0.02s ♦❢ ❛❧❧
s❡♥s♦rs ✐s ❝♦♥s✐❞❡r❡❞✳ ❚❤❡ s②st❡♠s ❛r❡ ❢✉❧❧②
❝♦♥tr♦❧❧❛❜❧❡ ❛♥❞ ♦❜s❡r✈❛❜❧❡✳ ❇❛s❡❞ ♦♥ t❤❡
●P❙✱ ❛❧t✐♠❡t❡r ❛♥❞ ❣②r♦s❝♦♣❡ ✐♥❢♦r♠❛t✐♦♥✱
t❤❡ ❢♦❧❧♦✇✐♥❣ ✈❛❧✉❡s ❛r❡ ❝♦♥s✐❞❡r❡❞ ❢♦r γ1 =
γ3 = 1 ❛♥❞ ǫ1 = ǫ3 = 10−3✳ ❚❤❡ ❯❆❱ ♠❛ss ✐s
3.69❦❣ ❛♥❞ t❤❡ ✐♥❡rt✐❛ ❝♦♠♣♦♥❡♥t Izz ✇✳r✳t✳ t♦
t❤❡ ③✲❛①✐s ✐s 0.0869❦❣·♠2✳ ❚❤❡ ❞r♦♥❡✬s ❜❡❤❛✈✲
✐♦r ✇❛s t❡st❡❞ ✉s✐♥❣ ❛ ▼❛t❧❛❜✴❙✐♠✉❧✐♥❦ s✐♠✉✲
❧❛t♦r ✐♠♣❧❡♠❡♥t✐♥❣ t❤❡ ♥♦♥✲❧✐♥❡❛r ♠♦❞❡❧ ✇✐t❤
❛ ❧✐♥❡❛r q✉❛❞r❛t✐❝ ✐♥t❡❣r❛❧ ✭▲◗■✮ ❝♦♥tr♦❧❧❡r ❬✶❪
❢♦r ✇❤✐❝❤ t❤❡ ♥♦♠✐♥❛❧ ❝♦♥tr♦❧ ✐♥♣✉ts ❛r❡ t❤❡♥
❢❡❞ ✐♥t♦ t❤❡ ❧✐♥❡❛r ❞❡s✐❣♥❡❞ s②st❡♠✳ ❆ ❧✐♥✲
❡❛r tr❛❥❡❝t♦r② ✐s s✐♠✉❧❛t❡❞ t♦ ✈❛❧✐❞❛t❡ t❤❡ ❡❢✲
✜❝✐❡♥❝② ♦❢ t❤❡ ③♦♥♦t♦♣✐❝ s❡t✲♠❡♠❜❡rs❤✐♣ ❡st✐✲
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♠❛t✐♦♥ t❡❝❤♥✐q✉❡✳ ■t ❝♦rr❡s♣♦♥❞s t♦ ❛ t❛❦❡✲♦✛
t♦ ❛♥ ❛❧t✐t✉❞❡ ♦❢ 50♠ ❛♥❞ t❤❡♥ t♦ ❛ ✢✐❣❤t ♦♥
t❤❡ ①✲❛①✐s ✇✐t❤ ❛ ❧✐♥❡❛r ❝♦♥st❛♥t s♣❡❡❞✳ ❚❤❡
✢✐❣❤t ❞✉r❛t✐♦♥ ✐s 235s✳
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❋✐❣✉r❡ ✶✿ ❇♦✉♥❞s ♦❢ t❤❡ ❧✐♥❡❛r ♣♦s✐t✐♦♥ x
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❋✐❣✉r❡ ✷✿ ❇♦✉♥❞s ♦❢ t❤❡ ❛❧t✐t✉❞❡ z

❋✐❣✉r❡ ✶ s❤♦✇s t❤❡ ③♦♥♦t♦♣✐❝ ❜♦✉♥❞s ✭✐♥
❜❧✉❡✮ ♦❢ t❤❡ ❧✐♥❡❛r ♣♦s✐t✐♦♥ x ♦❢ t❤❡ ❞r♦♥❡✱
✇❤❡r❡❛s ❋✐❣✉r❡ ✷ ♣r❡s❡♥ts t❤❡ ❣✉❛r❛♥t❡❡❞ ❡st✐✲
♠❛t✐♦♥ ❜♦✉♥❞s ✭✐♥ ❜❧✉❡✮ ♦❢ t❤❡ ❛❧t✐t✉❞❡ z✳ ❚❤❡
r❡❛❧ st❛t❡ ✭✐♥ r❡❞✮ ✐♥ ❜♦t❤ ❝❛s❡s ❧✐❡s ✐♥s✐❞❡ t❤❡
❜♦✉♥❞s ❞❡s♣✐t❡ ♦❢ t❤❡ ❝♦♥s✐❞❡r❡❞ ♠❡❛s✉r❡♠❡♥t
♥♦✐s❡s ❛♥❞ st❛t❡ ♣❡rt✉r❜❛t✐♦♥s✳

❈♦♥❝❧✉s✐♦♥

❆ ❣✉❛r❛♥t❡❡❞ ③♦♥♦t♦♣✐❝ s❡t✲♠❡♠❜❡rs❤✐♣ st❛t❡
❡st✐♠❛t✐♦♥ t❡❝❤♥✐q✉❡ ❤❛s ❜❡❡♥ ❝♦♥s✐❞❡r❡❞
t♦ ❝♦♠♣✉t❡ t❤❡ ❣✉❛r❛♥t❡❡❞ ❧✐♥❡❛r ♣♦s✐t✐♦♥
❜♦✉♥❞s ♦❢ ❛♥ ♦❝t♦r♦t♦r ♠♦❞❡❧✳

❆❝❦♥♦✇❧❡❞❣❡♠❡♥t

❚❤❡ ❛✉t❤♦rs ❛❝❦♥♦✇❧❡❞❣❡ ▼■◆❊❘❈❖✱
❋❊❉❊❘ ❢✉♥❞s✱ ❛♥❞ ❊❯ Pr♦❣r❛♠♠❡ ❍✷✵✷✵
❢♦r ❢✉♥❞✐♥❣ ♣r♦❥❡❝ts ❉P■✷✵✶✻✲✼✻✹✾✸✲❈✸✲✶✲❘
❛♥❞ ❙■✲✶✽✸✽✴✷✹✴✷✵✶✽✳

❘❡❢❡r❡♥❝❡s

❬✶❪ ❚✳ ❈❤❡✈❡t✱ ▼✳ ▼❛❦❛r♦✈✱ ❈✳ ❙t♦✐❝❛ ▼❛♥✐✉✱
■✳ ❍✐♥♦str♦③❛✱ ❛♥❞ P✳ ❚❛r❛s❝♦♥✳ ❙t❛t❡ ❡st✐✲
♠❛t✐♦♥ ♦❢ ❛♥ ♦❝t♦r♦t♦r ✇✐t❤ ✉♥❦♥♦✇♥ ✐♥✲
♣✉ts✳ ❆♣♣❧✐❝❛t✐♦♥ t♦ r❛❞❛r ✐♠❛❣✐♥❣✳ ✷✶st
■❈❙❚❈❈✱ ✷✵✶✼✳

❬✷❪ ❘✳ ❆✳ ●❛r❝✐❛✱ ●✳ ❱✳ ❘❛✛♦✱ ▼✳ ●✳ ❖rt❡❣❛✱
❛♥❞ ❋✳ ❘✳ ❘✉❜✐♦✳ ●✉❛r❛♥t❡❡❞ q✉❛❞r♦t♦r
♣♦s✐t✐♦♥ ❡st✐♠❛t✐♦♥ ❜❛s❡❞ ♦♥ ●P❙ r❡❢r❡s❤✲
✐♥❣ ♠❡❛s✉r❡♠❡♥ts✳ ✶st ■❋❆❈ ❲♦r❦s❤♦♣ ♦♥
❆❞✈❛♥❝❡❞ ❈♦♥tr♦❧ ❛♥❞ ◆❛✈✐❣❛t✐♦♥ ❢♦r ❆✉✲
t♦♥♦♠♦✉s ❆❡r♦s♣❛❝❡ ❱❡❤✐❝❧❡s✱ ✹✽✭✾✮✱ ✷✵✶✺✳

❬✸❪ ▲✳ ❏❛✉❧✐♥✳ ❘♦❜✉st s❡t✲♠❡♠❜❡rs❤✐♣ st❛t❡
❡st✐♠❛t✐♦♥❀ ❛♣♣❧✐❝❛t✐♦♥ t♦ ✉♥❞❡r✇❛t❡r
r♦❜♦t✐❝s✳ ❆✉t♦♠❛t✐❝❛✱ ✹✺✱ ✷✵✵✾✳

❬✹❪ ❱✳ ❚✳ ❍✳ ▲❡✱ ❈✳ ❙t♦✐❝❛✱ ❚✳ ❆❧❛♠♦✱ ❊✳ ❈❛✲
♠❛❝❤♦✱ ❛♥❞ ❉✳ ❉✉♠✉r✳ ❩♦♥♦t♦♣✐❝ ❣✉❛r✲
❛♥t❡❡❞ st❛t❡ ❡st✐♠❛t✐♦♥ ❢♦r ✉♥❝❡rt❛✐♥ s②s✲
t❡♠s✳ ❆✉t♦♠❛t✐❝❛✱ ✹✾✱ ✷✵✶✸✳

❬✺❪ ❉✳ ▼❡r❤②✱ ❚✳ ❆❧❛♠♦✱ ❈✳ ❙t♦✐❝❛ ▼❛♥✐✉✱
❛♥❞ ❊✳ ❋✳ ❈❛♠❛❝❤♦✳ ❩♦♥♦t♦♣✐❝ ❝♦♥str❛✐♥❡❞
❑❛❧♠❛♥ ✜❧t❡r ❜❛s❡❞ ♦♥ ❛ ❞✉❛❧ ❢♦r♠✉❧❛t✐♦♥✳
■♥ ■❊❊❊ ❈❉❈✱ ✷✵✶✽✳

❬✻❪ ●✳ ❘♦✉ss❡❛✉✱ ❈✳ ❙t♦✐❝❛ ▼❛♥✐✉✱ ❙✳ ❚❡❜❜❛♥✐✱
▼✳ ❇❛❜❡❧✱ ❛♥❞ ◆✳ ▼❛rt✐♥✳ ▼✐♥✐♠✉♥✲t✐♠❡
❇✲s♣❧✐♥❡ tr❛❥❡❝t♦r✐❡s ✇✐t❤ ❝♦rr✐❞♦r ❝♦♥✲
str❛✐♥ts✳ ❆♣♣❧✐❝❛t✐♦♥ t♦ ❝✐♥❡♠❛t♦❣r❛♣❤✐❝
q✉❛❞r♦t♦r ✢✐❣❤t ♣❧❛♥s✳ ❈♦♥tr♦❧ ❊♥❣✐♥❡❡r✲
✐♥❣ Pr❛❝t✐❝❡✱ ✽✾✱ ✷✵✶✾✳

❬✼❪ ❨✳ ❲❛♥❣✱ ❱✳ P✉✐❣✱ ❛♥❞ ●✳ ❈❡♠❜r❛♥♦✳ ❙❡t✲
♠❡♠❜❡rs❤✐♣ ❛♣♣r♦❛❝❤ ❛♥❞ ❑❛❧♠❛♥ ♦❜✲
s❡r✈❡r ❜❛s❡❞ ♦♥ ③♦♥♦t♦♣❡s ❢♦r ❞✐s❝r❡t❡✲t✐♠❡
❞❡s❝r✐♣t♦r s②st❡♠s✳ ❆✉t♦♠❛t✐❝❛✱ ✾✸✱ ✷✵✶✽✳

Book of Abstracts - 12th Summer Workshop on Interval methods, Palaiseau, France, July 23-26, 2019

43



Book of Abstracts - 12th Summer Workshop on Interval methods, Palaiseau, France, July 23-26, 2019

44



❆ P♦❧②t♦♣✐❝ ❇♦① P❛rt✐❝❧❡ ❋✐❧t❡r ❢♦r st❛t❡ ❡st✐♠❛t✐♦♥ ♦❢ ◆♦♥

▲✐♥❡❛r ❉✐s❝r❡t❡✲❚✐♠❡ ❙②st❡♠s

❚❤♦♠❛s ●❛tt♦∗✶✱ ▲✉❝ ▼❡②❡r✶✱ ❛♥❞ ❍é❧è♥❡ P✐❡t✲▲❛❤❛♥✐❡r✶

✶❉é♣❛rt❡♠❡♥t ❚r❛✐t❡♠❡♥t ❞❡ ❧✬■♥❢♦r♠❛t✐♦♥ ❡t ❙②stè♠❡s✱ ❖◆❊❘❆✱ ❯♥✐✈❡rs✐té P❛r✐s

❙❛❝❧❛②

❑❡②✇♦r❞s✿ P❛rt✐❝❧❡ ❋✐❧t❡r✱ ■♥t❡r✈❛❧s✱ ❖rt❤♦✲
t♦♣❡s✱ ❊❧❧✐♣s♦✐❞s✱ ❊st✐♠❛t✐♦♥✱ ❇♦✉♥❞❡❞ ♥♦✐s❡✱
❙❡t✲▼❡♠❜❡rs❤✐♣ ✉♥❝❡rt❛✐♥t②✱ ❯♥❝❡rt❛✐♥ ❞②✲
♥❛♠✐❝ s②st❡♠s

■♥tr♦❞✉❝t✐♦♥

❙t❛t❡ ❡st✐♠❛t✐♦♥ ♦❢ ❞②♥❛♠✐❝ s②st❡♠s ✐s ❝♦♠✲
♠♦♥❧② ❛❞❞r❡ss❡❞ ❜② ♠♦❞❡❧❧✐♥❣ t❤❡ ✉♥❝❡r✲
t❛✐♥t② ❛s ❛ st♦❝❤❛st✐❝ ✈❛r✐❛❜❧❡✱ ✉s✉❛❧❧② ❛s✲
s✉♠❡❞ ●❛✉ss✐❛♥✳ ❋♦r ❧✐♥❡❛r ♦r ♥♦♥✲❧✐♥❡❛r
s②st❡♠s✱ s✉❝❤ ♣r♦❜❧❡♠s ❛r❡ s♦❧✈❡❞ ❜② ✉s✐♥❣
❛ ❝❧❛ss✐❝❛❧ ✭❑❋✮✱ ❛♥ ❡①t❡♥❞❡❞ ✭❊❑❋✮ ♦r ❛♥
✉♥s❝❡♥t❡❞ ✭❯❑❋✮ ❑❛❧♠❛♥ ❋✐❧t❡r✳ ❋♦r ♥♦♥✲
❧✐♥❡❛r s②st❡♠s✱ ♣❛rt✐❝❧❡ ✜❧t❡rs ❤❛✈❡ ❜❡❡♥ ❞❡✲
✈❡❧♦♣❡❞ t♦ t❛❝❦❧❡ ♥♦♥✲●❛✉ss✐❛♥ ♥♦✐s❡ ❞✐str✐✲
❜✉t✐♦♥s✳ ❍♦✇❡✈❡r✱ st♦❝❤❛st✐❝ r❡♣r❡s❡♥t❛t✐♦♥
♦❢ ❡rr♦rs ✐s ♥♦t ✐♠♠✉♥❡ t♦ ❝r✐t✐❝✐s♠ ❛s t❤❡
♣r♦❜❛❜✐❧✐t② ❞❡♥s✐t② ❢✉♥❝t✐♦♥ ✐s s❡❧❞♦♠ ❦♥♦✇♥
❛ ♣r✐♦r✐✳ ■♥ s❡t✲♠❡♠❜❡rs❤✐♣ ❡st✐♠❛t✐♦♥✱ ♣r♦✲
❝❡ss ❛♥❞ ♠❡❛s✉r❡♠❡♥t ✉♥❝❡rt❛✐♥t✐❡s ❛r❡ ♦♥❧②
❛ss✉♠❡❞ t♦ ✈❛r② ✇✐t❤✐♥ ❦♥♦✇♥ ❜♦✉♥❞s ✇❤✐❝❤
♠❛❦❡s t❤✐s t②♣❡ ♦❢ ❛♣♣r♦❛❝❤ ✈❡r② r♦❜✉st t♦
❧❛❝❦ ♦❢ ♣r♦❜❛❜✐❧✐st✐❝ ✐♥❢♦r♠❛t✐♦♥✳ ❱❛r✐♦✉s s❡t
str✉❝t✉r❡s ❤❛✈❡ ❜❡❡♥ ✉s❡❞ t♦ ❝❤❛r❛❝t❡r✐③❡ t❤❡
✈❛r✐❛t✐♦♥ ❞♦♠❛✐♥ ♦❢ t❤❡ s②st❡♠ st❛t❡s✱ ❣✐✈❡♥
t❤❡ ♠♦❞❡❧ str✉❝t✉r❡ ❛♥❞ ❜♦✉♥❞s✳ ❍♦✇❡✈❡r✱
t❤✐s r❡s✉❧ts ♦❢t❡♥ ✐♥ ❛ ♣❡ss✐♠✐st✐❝ ❡st✐♠❛t✐♦♥✱
❡s♣❡❝✐❛❧❧② ❢♦r ♠✉❧t✐✲♠♦❞❛❧ ❞✐str✐❜✉t✐♦♥s✳ ❆
♠♦r❡ r❡❝❡♥t ❛❧t❡r♥❛t✐✈❡ ♠❡t❤♦❞✱ ✜rst ✐♥tr♦✲
❞✉❝❡❞ ❜② ❬✶❪ ❝♦♥s✐sts ✐♥ ❝♦♠❜✐♥✐♥❣ t❤❡ ✈❡r✲
s❛t✐❧✐t② ♦❢ t❤❡ ♣❛rt✐❝❧❡ r❡♣r❡s❡♥t❛t✐♦♥ ✇✐t❤ t❤❡
r♦❜✉st♥❡ss ♦❢ s❡t✲♠❡♠❜❡rs❤✐♣ ♠❡t❤♦❞✳ ❚❤✐s
tr❛♥s❧❛t❡s ✐♥ r❡♣❧❛❝✐♥❣ t❤❡ ♣♦✐♥t ♣❛rt✐❝❧❡ ❜② ❛
❜♦① ✇❤✐❝❤ r❡s✉❧ts ✐♥ r❡❞✉❝✐♥❣ s✐❣♥✐✜❝❛♥t❧② t❤❡
♥✉♠❜❡r ♦❢ ♣❛rt✐❝❧❡s ❛♥❞ t❤❡ ❛❞✈❡rs❡ ❡✛❡❝ts ♦❢
♥♦♥✲❧✐♥❡❛r✐t②✳ ❇♦① P❛rt✐❝❧❡ ❋✐❧t❡r ✭❇P❋✮ ❡st✐✲

∗❈♦rr❡s♣♦♥❞✐♥❣ ❛✉t❤♦r✳

♠❛t♦rs ❤❛✈❡ ❛❧r❡❛❞② ❜❡❡♥ ❛♣♣❧✐❡❞ ✐♥ ❙✐♠✉❧t❛✲
♥❡♦✉s ▲♦❝❛❧✐③❛t✐♦♥ ❛♥❞ ▼❛♣♣✐♥❣ ✭❙▲❆▼✮ ♦r
♠♦❜✐❧❡ ❧♦❝❛❧✐③❛t✐♦♥ ❬✶✱ ✼❪✳ ❍♦✇❡✈❡r✱ t❤❡ ❇P❋
♣r♦✈✐❞❡s ❛ r❛t❤❡r ♣❡ss✐♠✐st✐❝ s♦❧✉t✐♦♥ ❞✉❡ t♦
t❤❡ ❢❛❝t t❤❛t t❤❡ ✐♥t❡r✈❛❧s ❤❛✈❡ t♦ ❜❡ ❛❧✐❣♥❡❞
❛❧♦♥❣ t❤❡ st❛t❡ ❛①✐s ✇❤✐❝❤ r❡s✉❧t ✐♥ ❧♦♦s✐♥❣
♣♦t❡♥t✐❛❧ ❞❡♣❡♥❞❡♥❝✐❡s ❜❡t✇❡❡♥ t❤❡ r❡s✉❧t✐♥❣
❡st✐♠❛t❡ ❝♦♠♣♦♥❡♥ts✳ ❚♦ ❛❞❞r❡ss t❤✐s ✐ss✉❡✱
❛♥ ✐♠♣r♦✈❡♠❡♥t ♦❢ t❤❡ ❜♦① ❞❡s❝r✐♣t✐♦♥ ❝♦✉❧❞
❜❡ t♦ ❝♦♠❜✐♥❡ t❤✐s ❞❡s❝r✐♣t✐♦♥ ✇✐t❤ ❛ ♠♦r❡
♣r❡❝✐s❡ s❡t ❝❤❛r❛❝t❡r✐③❛t✐♦♥ ✉s✐♥❣ ❡✐t❤❡r ❡❧❧✐♣✲
s♦✐❞❛❧ ❬✷✱ ✹✱ ✺❪ ♦r ♣♦❧②❤❡❞r❛❧ ❜♦✉♥❞❛r✐❡s ❬✻❪✳
❚❤❡ ❛✐♠ ♦❢ t❤❡ ♣r❡s❡♥t ✇♦r❦ ✐s t♦ ❜✉✐❧❞ ❛ ♥❡✇
❜♦① ♣❛rt✐❝❧❡ ✜❧t❡r ❜❛s❡❞ ♣❛rt✐❛❧❧② ♦♥ ♣♦❧②t♦♣✐❝
❞❡s❝r✐♣t✐♦♥✳

Pr♦❜❧❡♠ ❙t❛t❡♠❡♥t

❈♦♥s✐❞❡r t❤❡ ❢♦❧❧♦✇✐♥❣ ♥♦♥ ❧✐♥❡❛r ❞✐s❝r❡t❡✲
t✐♠❡ s②st❡♠✿

{
xk+1 = f(xk) + wk

yk = h(xk) + vk
, ✭✶✮

✇❤❡r❡ xk ∈ R
nx ✐s t❤❡ st❛t❡ ✈❡❝t♦r✱ yk ∈ R

ny

t❤❡ ♠❡❛s✉r❡♠❡♥t ✈❡❝t♦r✱ f ✿ R
nx → R

nx ❛
♥♦♥✲❧✐♥❡❛r ❢✉♥❝t✐♦♥ ❛♥❞ wk✱ ❛ ♣r♦❝❡ss ♥♦✐s❡
✈❡❝t♦r✳ ❲❡ ❞❡♥♦t❡ ❜② nx, nw✱ r❡s♣❡❝t✐✈❡❧②✱ t❤❡
❞✐♠❡♥s✐♦♥s ♦❢ t❤❡ st❛t❡ ❛♥❞ ♣r♦❝❡ss ♥♦✐s❡ ✈❡❝✲
t♦rs✳ ❚❤❡ ❢✉♥❝t✐♦♥ h ✿ R

nx → R
ny ✐s ❛ ♥♦♥✲

❧✐♥❡❛r ❢✉♥❝t✐♦♥ ❛♥❞ vk ❛ ♠❡❛s✉r❡♠❡♥t ♥♦✐s❡
✈❡❝t♦r✳ ❉✐♠❡♥s✐♦♥s ♦❢ t❤❡ ♠❡❛s✉r❡♠❡♥t ❛♥❞
♠❡❛s✉r❡♠❡♥t ♥♦✐s❡ ✈❡❝t♦rs ❛r❡ r❡s♣❡❝t✐✈❡❧② ny
❛♥❞ nv✳
❆ss✉♠♣t✐♦♥ ✶✳ ❚❤❡ ❞✐st✉r❜❛♥❝❡ t❡r♠s

wk ❛♥❞ vk ❛r❡ ❛ss✉♠❡❞ t♦ ❜❡ ✉♥❦♥♦✇♥ ❜✉t
❜♦✉♥❞❡❞ ✭❯❇❇✮ ♥♦✐s❡s✿

|wk,i| 6 εwk,i, i = 1, . . . , nw ⇐⇒ ‖wk‖ε
w
k∞ ≤ 1,

✭✷✮
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|vk,i| 6 εvk,i, i = 1, . . . , nv ⇐⇒ ‖vk‖ε
v
k∞ ≤ 1.

✭✸✮
❉❡✜♥✐t✐♦♥ ✶✳ ❆ r❡❛❧ ✐♥t❡r✈❛❧✱ ❞❡♥♦t❡❞ [x]✱

✐s ❞❡✜♥❡❞ ❛s ❛ ❝❧♦s❡❞ ❛♥❞ ❝♦♥♥❡❝t❡❞ s✉❜s❡t ♦❢
R ❛♥❞ ❛ ❜♦① [X] ♦❢ Rnx ❛s ❛ ❈❛rt❡s✐❛♥ ♣r♦❞✉❝t
♦❢ nx ✐♥t❡r✈❛❧s✿ [X] = [x1]×[x2]×. . .×[xnx ] =
×nx

i=1[xi]✳
❉❡✜♥✐t✐♦♥ ✷✳ ❆♥ n✲❞✐♠❡♥s✐♦♥❛❧ ♣♦❧②❤❡✲

❞r♦♥ P ✐s ❞❡✜♥❡❞ ❛s ❛ s❡t ♦❢ np ✈❡rt✐❝❡s Vi, i =
1, . . . , np ❛♥❞ nh s✉♣♣♦rt✐♥❣ ❤②♣❡r✲♣❧❛♥s Hj ✳
❊❛❝❤ ♦❢ t❤❡ nh ❤②♣❡r✲♣❧❛♥s ✐s ❞❡✜♥❡❞ ❜②

{x ∈ R
n|aix = bi}✱ ✇❤❡r❡ aTi ∈ R

n ❛♥❞ bi ∈
R ❚❤❡r❡❢♦r❡✱ ❛ n✲❞✐♠❡♥s✐♦♥❛❧ ♣♦❧②❤❡❞r♦♥ P
s✉♣♣♦rt✐♥❣ nh ❤②♣❡r✲♣❧❛♥s ✐s ❞❡✜♥❡❞ ❜② ✿

{x ∈ R
n|Ax ≤ b}, ✭✹✮

✇❤❡r❡ A ∈ R
nh×n✱ ai t❤❡ i✲t❤ r♦✇ ♦❢ ❆✱ b ∈

R
nh ❛♥❞ bi t❤❡ i✲t❤ ❝♦♠♣♦♥❡♥t ♦❢ ❜✳

Pr♦♣♦s❡❞ ❛❧❣♦r✐t❤♠

❚❤❡ ❛❧❣♦r✐t❤♠ ✐s ❜❛s❡❞ ♦♥ t❤❡ ❇P❋ ❛❧❣♦r✐t❤♠✳
❚❤❡ ♠❛✐♥ ♦r✐❣✐♥❛❧✐t② ❝♦♥s✐sts ✐♥ ♠♦❞✐❢②✐♥❣ t❤❡
✉♣❞❛t❡ st❡♣ ♦❢ t❤❡ ❇P❋ ❜② r❡♣❧❛❝✐♥❣ t❤❡ ♠❡❛✲
s✉r❡♠❡♥t ❜♦①❡s ❜② ♣♦❧②t♦♣❡s t♦ ✐♠♣r♦✈❡ ❛❝✲
❝✉r❛❝②✳

■♥✐t✐❛❧✐③❛t✐♦♥

❆s ✐♥ t❤❡ ❇P❋✱ t❤❡ ✐♥✐t✐❛❧✐③❛t✐♦♥ ❝♦♥s✐sts ✐♥
❝r❡❛t✐♥❣ Np ❜♦① ♣❛rt✐❝❧❡s ❢r♦♠ t❤❡ ✐♥✐t✐❛❧
❜♦① ✇✐t❤ ♠✐♥✐♠✉♠ ✐♥t❡rs❡❝t✐♦♥ ❛♥❞ ❡q✉✐✈❛✲
❧❡♥t ✇❡✐❣❤ts✳

Pr❡❞✐❝t✐♦♥

■♥ t❤✐s st❡♣✱ ❡❛❝❤ st❛t❡ ♣r❡❞✐❝t❡❞ ♣❛rt✐❝❧❡ ✐s
❝♦♠♣✉t❡❞ ❜❛s❡❞ ♦♥ t❤❡ ♣r❡✈✐♦✉s st❛t❡ ❡st✐✲
♠❛t❡❞ ♣❛rt✐❝❧❡✱ ✈✐❛ ❛ ❝❧❛ss✐❝❛❧ ✐♥t❡r✈❛❧ ♣r♦♣✲
❛❣❛t✐♦♥✳

▼❡❛s✉r❡♠❡♥t ✉♣❞❛t❡

❚❤❡ ♦❜s❡r✈❛t✐♦♥ ❢✉♥❝t✐♦♥ h ✐s ❧✐♥❡❛r✐③❡❞ ❛t t❤❡
❝❡♥t❡r x̂k ♦❢ t❤❡ ♣r❡❞✐❝t❡❞ ❜♦①✿

h(xk) = h(x̂k) + Ck(xk − x̂k) + ok, ✭✺✮

✇❤❡r❡ Ck = ∂h(x̂k)
∂x ❀ ok ✐s t❤❡ ❧✐♥❡❛r✐③❛t✐♦♥ ❡r✲

r♦r✳ ❚❤❡ ♠❡❛s✉r❡♠❡♥t ❜♦✉♥❞s [mk] ❛r❡ ♦❜✲
t❛✐♥❡❞ ❛s [ok] + [vk]✳ ❋♦r ❡❛❝❤ ♠❡❛s✉r❡♠❡♥t
yk✱ t✇♦ ❜♦✉♥❞✐♥❣ ❤②♣❡r♣❧❛♥s ❛r❡ ❞❡✜♥❡❞ ❛s
h(x̂k) + Ck(xk − x̂k) = yk + min([mk]) ❛♥❞
h(x̂k) + Ck(xk − x̂k) = yk +max([mk])✳

❯s✐♥❣ t❤❡ ❛♣♣r♦❛❝❤ ❞❡s❝r✐❜❡❞ ✐♥ ❬✻❪✱ t❤❡
♠❡❛s✉r❡♠❡♥t ✉♣❞❛t❡ st❡♣ ❝♦♥s✐sts ✐♥ ❝♦♠♣✉t✲
✐♥❣ t❤❡ ❢❡❛s✐❜❧❡ s❡t ❢♦r ❡❛❝❤ ♣❛rt✐❝❧❡ ❜② ✐♥t❡r✲
s❡❝t✐♥❣ t❤❡ ♣r❡❞✐❝t❡❞ ❜♦① ♣❛rt✐❝❧❡s ✇✐t❤ t❤❡
t✇♦ ❤❛❧❢ s♣❛❝❡s ❛ss♦❝✐❛t❡❞ ✇✐t❤ ❡❛❝❤ ♦❢ t❤❡
❜♦✉♥❞✐♥❣ ❤②♣❡r♣❧❛♥s✳ ❚❤❡ ✈♦❧✉♠❡s ♦❢ t❤❡ r❡✲
s✉❧t✐♥❣ ♣♦❧②t♦♣❡s ❛r❡ ❝♦♠♣✉t❡❞ ❛s ✐♥ ❬✸❪✱ ❛♥❞
✇✐❧❧ ❜❡ ✉s❡❞ ❛s ✇❡✐❣❤t ❢♦r ❡❛❝❤ ♣♦❧②❤❡❞r♦♥ ♣❛r✲
t✐❝❧❡✳

❊st✐♠❛t✐♦♥

❆t t❤❡ k✲t❤ st❡♣✱ t❤❡ st❛t❡ ✐s ✉s✉❛❧❧② ❛♣✲
♣r♦①✐♠❛t❡❞ ✉s✐♥❣ t❤❡ ✇❡✐❣❤t❡❞ ♣❛rt✐❝❧❡s✱ ❛s
x̂k =

∑Np

i=1w
i
kx

i
k✳ ■♥ t❤❡ ❝❛s❡ ♦❢ ❜♦① ♣❛rt✐❝❧❡s✱

s♦ ♦♥ t❤❡ ❇P❋✱ t❤❡ st❛t❡ ✐s ❛❝t✉❛❧❧② ❝♦♠♣✉t❡❞
❛s x̂k =

∑Np

i=1w
i
kC

i
k✱ ✇❤❡r❡ C

i
k ✐s t❤❡ ❝❡♥t❡r ♦❢

t❤❡ ❜♦① ♣❛rt✐❝❧❡ ✐✳ ❍♦✇❡✈❡r✱ ✐♥ ♦✉r ♣r♦♣♦s❡❞
✜❧t❡r✱ t❤❡ ♥❡✇ ❡st✐♠❛t❡❞ st❛t❡ ✐s ❝♦♠♣✉t❡❞ ❛s
t❤❡ ❝❡♥t❡r ♦❢ t❤❡ ♣♦❧②t♦♣❡ i ✇❤✐❝❤ ✐s ♦❜t❛✐♥❡❞
❛s Ci

k = 1
np

∑np

j=1Vk,j ✇❤❡r❡ Vk,j ✐s t❤❡ j✲t❤
✈❡rt✐❝❡ ♦❢ t❤❡ ♣♦❧②t♦♣❡ i ❛t t✐♠❡ k✳
❙✐♠✐❧❛r❧② t♦ t❤❡ ❇P❋✱ t❤❡ ❛ss♦❝✐❛t❡❞ ❝♦✈❛r✐✲
❛♥❝❡ ♠❛tr✐① ✐s ❣✐✈❡♥ ❜② P̂k =

∑Np

i=1w
i
k(x̂k −

xik)(x̂k − xik)
T ✳

❘❡s❛♠♣❧✐♥❣

❚❤❡ r❡s❛♠♣❧✐♥❣ ♣❤❛s❡ ❝♦♥s✐sts ✐♥ ❡❧✐♠✐♥❛t✐♥❣
♣♦❧②t♦♣❡s ❛ss♦❝✐❛t❡❞ ✇✐t❤ t❤❡ ❧♦✇❡st ✇❡✐❣❤ts✱
❛♥❞ ✐♥ ❞✐✈✐❞✐♥❣ t❤❡ ♣♦❧②t♦♣❡s ❛ss♦❝✐❛t❡❞ ✇✐t❤
t❤❡ ❤✐❣❤❡st ✇❡✐❣❤ts✳ ❚❤❡s❡ ✇❡✐❣❤ts ❛r❡ ♦❜✲
t❛✐♥❡❞ ❜② ❝♦♠♣✉t✐♥❣ t❤❡ ✈♦❧✉♠❡ ♦❢ ❡❛❝❤ ♣♦❧②✲
t♦♣❡✳ ❆❢t❡r s❡❧❡❝t✐♦♥ ♦❢ t❤❡ ♣♦❧②t♦♣❡s t♦ ❜❡
❦❡♣t✱ ❡❛❝❤ ♦❢ t❤♦s❡ ✐s ❛♣♣r♦①✐♠❛t❡❞ ❜② t❤❡
s♠❛❧❧❡st ❜♦① ❝♦♥t❛✐♥✐♥❣ ✐t✳ ❋✐❣✉r❡ ✶ ✐❧❧✉str❛t❡s
t❤❡ ♠❡❛s✉r❡♠❡♥t ✉♣❞❛t❡ ♣❤❛s❡✳ ■t ❝❛♥ ❜❡ s❡❡♥
t❤❛t t❤❡ ♣♦❧②❤❡❞r❛❧ ✉♣❞❛t❡ ✭✐♥ ❣r❡❡♥✮ ♠❛❦❡s
t❤❡ r❡s✉❧t✐♥❣ ❡st✐♠❛t✐♦♥ ✉♥❝❡rt❛✐♥t② ❧❡ss ♣❡s✲
s✐♠✐st✐❝ t❤❛♥ ✇✐t❤ t❤❡ ❝❧❛ss✐❝❛❧ ❇♦① ❘❡s❛♠✲
♣❧✐♥❣ ✭✐♥ ❜❧❛❝❦✮✳
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❙❡✈❡r❛❧ ❡①❛♠♣❧❡s ♦❢ ♥♦♥ ❧✐♥❡❛r ♠♦❞❡❧ ❡st✐✲
♠❛t✐♦♥ ❤❛✈❡ ❜❡❡♥ t❡st❡❞ t♦ ❡✈❛❧✉❛t❡ t❤❡ ❛✈❡r✲
❛❣❡ ♣r❡❝✐s✐♦♥ ✐♠♣r♦✈❡♠❡♥t r❡s✉❧t✐♥❣ ❢r♦♠ t❤❡
✉s❡ ♦❢ t❤❡ ♥❡✇ ♠❡t❤♦❞✳

3

2

3.5

4

1

4.5

2
1.5

1
0 0.5

0

❋✐❣✉r❡ ✶✿ ■❧❧✉str❛t✐♦♥ ♦❢ t❤❡ ♠❡❛s✉r❡♠❡♥t
✉♣❞❛t❡ ✉s✐♥❣ ♣♦❧②❤❡❞r♦♥s✳ ❇❧✉❡✿ ♣r❡❞✐❝t❡❞
❜♦①✳ ❘❡❞✿ ❤❛❧❢ s♣❛❝❡s ❛ss♦❝✐❛t❡❞ ✇✐t❤ ❡❛❝❤ ♦❢
t❤❡ ❜♦✉♥❞✐♥❣ ❤②♣❡r♣❧❛♥s✳ ●r❡❡♥✿ s❡t ♦❢ ♥❡✇
❜♦①❡s ❛❢t❡r r❡s❛♠♣❧✐♥❣✳ ❇❧❛❝❦✿ s❡t t❤❛t ✇♦✉❧❞
❜❡ ♦❜t❛✐♥❡❞ ✇✐t❤ ❝❧❛ss✐❝❛❧ ❇♦① P❛rt✐❝❧❡ ❋✐❧t❡r✳

❈♦♥❝❧✉s✐♦♥

■♥ t❤✐s ♣❛♣❡r✱ ✐♠♣r♦✈❡♠❡♥t ♦❢ ❜♦① ♣❛rt✐❝❧❡ ✜❧✲
t❡r ❜❛s❡❞ ♦♥ ♣♦❧②t♦♣✐❝ ♠❡❛s✉r❡♠❡♥t ✉♣❞❛t✐♥❣
✐s ♣r♦♣♦s❡❞✳ ❉✐✛❡r❡♥t ❡①❛♠♣❧❡s ♦❢ ❛♣♣❧✐❝❛t✐♦♥
❤❛✈❡ ❜❡❡♥ ❝♦♠♣❛r❡❞ ✇✐t❤ t❤❡ ❇P❋ ❛♥❞ t❤❡
r❡s✉❧ts ❛r❡ ♣r♦♠✐s✐♥❣✳ ❚❤❡ ❡st✐♠❛t❡ ✐s ♠♦r❡
♣r❡❝✐s❡✱ ❡s♣❡❝✐❛❧❧② ✐❢ ❛❧❧ t❤❡ ✈❛r✐❛❜❧❡s ❛r❡ ♠❡❛✲
s✉r❡❞✳ ❍♦✇❡✈❡r✱ ❢♦r ♥♦✇✱ t❤❡ ❝♦♠♣✉t✐♥❣ t✐♠❡
✐s st✐❧❧ ✉♥❝❡rt❛✐♥ ❜❡❝❛✉s❡ ✐t ❞❡♣❡♥❞s ♦♥ t❤❡ ❞✐✲
♠❡♥s✐♦♥s ♦❢ t❤❡ st❛t❡ ❛♥❞ t❤❡ ♠❡❛s✉r❡✳ ❋✉t✉r❡
✇♦r❦ ✐♥❝❧✉❞❡s ❛♥❛❧②s✐s ♦❢ t❤❡ ❝♦♠♣✉t❛t✐♦♥ ♦❢
t❤❡ ❜♦✉♥❞s ♦♥ ♠❡❛s✉r❡♠❡♥ts ❛❧❧♦✇✐♥❣ t❤❡ ❜❡st
❝♦♠♣r♦♠✐s❡ ❜❡t✇❡❡♥ r❡❧✐❛❜✐❧✐t② ❛♥❞ ♣r❡❝✐s✐♦♥✳
❊✈❛❧✉❛t✐♦♥ ♦❢ ✇❡✐❣❤ts ❞❡♣❡♥❞✐♥❣ ♥♦t ♦♥❧② ♦♥
t❤❡ ✈♦❧✉♠❡ ♦❢ t❤❡ r❡s✉❧t✐♥❣ ♣♦❧②t♦♣❡s ✐s ❛❧s♦
✉♥❞❡r st✉❞②✳

❘❡❢❡r❡♥❝❡s

❬✶❪ ❋✳ ❆❜❞❛❧❧❛❤✱ ❆✳ ●♥✐♥❣✱ ❛♥❞ P✳ ❇♦♥♥✐❢❛✐t✳
❇♦① ♣❛rt✐❝❧❡ ✜❧t❡r✐♥❣ ❢♦r ♥♦♥❧✐♥❡❛r st❛t❡ ❡s✲
t✐♠❛t✐♦♥ ✉s✐♥❣ ✐♥t❡r✈❛❧ ❛♥❛❧②s✐s✳ ❆✉t♦♠❛t✲

✐❝❛✱ ✹✹✭✸✮✿✽✵✼✕✽✶✺✱ ✷✵✵✽✳

❬✷❪ ❩✳ ❇♦✱ ◗✳ ❑✉♥✱ ▼✳ ❳✉✲❉♦♥❣✱ ❛♥❞ ❉✳ ❳✐❛♥✲
❩❤♦♥❣✳ ❆ ♥❡✇ ♥♦♥❧✐♥❡❛r s❡t ♠❡♠❜❡rs❤✐♣
✜❧t❡r ❜❛s❡❞ ♦♥ ❣✉❛r❛♥t❡❡❞ ❜♦✉♥❞✐♥❣ ❡❧❧✐♣✲
s♦✐❞ ❛❧❣♦r✐t❤♠✳ ❆❝t❛ ❆✉t♦♠❛t✐❝❛ ❙✐♥✐❝❛✱
✸✾✭✷✮✿✶✹✻✕✶✺✹✱ ✷✵✶✸✳

❬✸❪ ❏✳ ❇✳ ▲❛ss❡rr❡✳ ❆♥ ❛♥❛❧②t✐❝❛❧ ❡①♣r❡ss✐♦♥
❛♥❞ ❛♥ ❛❧❣♦r✐t❤♠ ❢♦r t❤❡ ✈♦❧✉♠❡ ♦❢ ❛ ❝♦♥✲
✈❡① ♣♦❧②❤❡❞r♦♥ ✐♥r ♥✳ ❏♦✉r♥❛❧ ♦❢ ♦♣t✐♠✐③❛✲

t✐♦♥ t❤❡♦r② ❛♥❞ ❛♣♣❧✐❝❛t✐♦♥s✱ ✸✾✭✸✮✿✸✻✸✕
✸✼✼✱ ✶✾✽✸✳

❬✹❪ ❇✳ ❚✳ P♦❧②❛❦✱ ❙✳ ❆✳ ◆❛③✐♥✱ ❈✳ ❉✉r✐❡✉✱ ❛♥❞
❊✳ ❲❛❧t❡r✳ ❊❧❧✐♣s♦✐❞❛❧ ♣❛r❛♠❡t❡r ♦r st❛t❡
❡st✐♠❛t✐♦♥ ✉♥❞❡r ♠♦❞❡❧ ✉♥❝❡rt❛✐♥t②✳ ❆✉✲

t♦♠❛t✐❝❛✱ ✹✵✭✼✮✿✶✶✼✶✕✶✶✼✾✱ ✷✵✵✹✳

❬✺❪ ❊✳ ❙❝❤♦❧t❡ ❛♥❞ ▼✳ ❊✳ ❈❛♠♣❜❡❧❧✳ ❆ ♥♦♥❧✐♥✲
❡❛r s❡t✲♠❡♠❜❡rs❤✐♣ ✜❧t❡r ❢♦r ♦♥✲❧✐♥❡ ❛♣♣❧✐✲
❝❛t✐♦♥s✳ ■♥t❡r♥❛t✐♦♥❛❧ ❏♦✉r♥❛❧ ♦❢ ❘♦❜✉st

❛♥❞ ◆♦♥❧✐♥❡❛r ❈♦♥tr♦❧✿ ■❋❆❈✲❆✣❧✐❛t❡❞

❏♦✉r♥❛❧✱ ✶✸✭✶✺✮✿✶✸✸✼✕✶✸✺✽✱ ✷✵✵✸✳

❬✻❪ ❊✳ ❲❛❧t❡r ❛♥❞ ❍✳ P✐❡t✲▲❛❤❛♥✐❡r✳ ❊①✲
❛❝t r❡❝✉rs✐✈❡ ♣♦❧②❤❡❞r❛❧ ❞❡s❝r✐♣t✐♦♥ ♦❢ t❤❡
❢❡❛s✐❜❧❡ ♣❛r❛♠❡t❡r s❡t ❢♦r ❜♦✉♥❞❡❞✲❡rr♦r
♠♦❞❡❧s✳ ■❊❊❊ ❚r❛♥s❛❝t✐♦♥s ♦♥ ❆✉t♦♠❛t✐❝

❈♦♥tr♦❧✱ ✸✹✭✽✮✿✾✶✶✕✾✶✺✱ ✶✾✽✾✳

❬✼❪ P✳ ❲❛♥❣✱ P✳ ❳✉✱ P✳ ❇♦♥♥✐❢❛✐t✱ ❛♥❞
❏✳ ❏✐❛♥❣✳ ❇♦① ♣❛rt✐❝❧❡ ✜❧t❡r✐♥❣ ❢♦r s❧❛♠
✇✐t❤ ❜♦✉♥❞❡❞ ❡rr♦rs✳ ■♥ ✷✵✶✽ ✶✺t❤ ■♥t❡r✲

♥❛t✐♦♥❛❧ ❈♦♥❢❡r❡♥❝❡ ♦♥ ❈♦♥tr♦❧✱ ❆✉t♦♠❛✲

t✐♦♥✱ ❘♦❜♦t✐❝s ❛♥❞ ❱✐s✐♦♥ ✭■❈❆❘❈❱✮✱
♣❛❣❡s ✶✵✸✷✕✶✵✸✽✳ ■❊❊❊✱ ✷✵✶✽✳
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❘✐❣♦r♦✉s ❜♦✉♥❞s ❢♦r ✐❧❧✲♣♦s❡❞ ❧✐♥❡❛r ♣r♦❣r❛♠♠✐♥❣ ♣r♦❜❧❡♠s

▼❛r❦♦ ▲❛♥❣❡

■♥st✐t✉t❡ ❢♦r ❘❡❧✐❛❜❧❡ ❈♦♠♣✉t✐♥❣✱ ❍❛♠❜✉r❣ ❯♥✐✈❡rs✐t② ♦❢ ❚❡❝❤♥♦❧♦❣②

❑❡②✇♦r❞s✿ ■❧❧✲♣♦s❡❞♥❡ss❀ ▲✐♥❡❛r ♣r♦❣r❛♠✲
♠✐♥❣❀ ❱❡r✐✜❝❛t✐♦♥❀ ❋❛❝✐❛❧ r❡❞✉❝t✐♦♥❀ ◆❊❚▲■❇
▲P ❧✐❜r❛r②

▼♦t✐✈❛t✐♦♥

■♥ ❬✽❪✱ ❖r❞óñ❡③ ❛♥❞ ❋r❡✉♥❞ ❤❛✈❡ s❤♦✇♥ t❤❛t
✼✶✪ ♦❢ t❤❡ ✐♥st❛♥❝❡s ❢r♦♠ t❤❡ ◆❡t❧✐❜ t❡st s✉✐t❡
❬✼❪ ✲ ❛ ❜❡♥❝❤♠❛r❦ s✉✐t❡ ❝♦♥t❛✐♥✐♥❣ ❞✐✣❝✉❧t ❜✉t
♣r❛❝t✐❝❛❧❧② r❡❧❡✈❛♥t ❧✐♥❡❛r ♣r♦❣r❛♠♠✐♥❣ ♣r♦❜✲
❧❡♠s ✲ ❤❛✈❡ ✐♥✜♥✐t❡ ❝♦♥❞✐t✐♦♥ ♠❡❛s✉r❡✳ ❉✉❡
t♦ t❤❡✐r ♣r❛❝t✐❝❛❧ ❜❛❝❦❣r♦✉♥❞ ❛♥❞ ♣♦ss✐❜❧❡ ✐♥✲
❛❝❝✉r❛❝✐❡s ✐♥ t❤❡ ✐♥♣✉t ❞❛t❛✱ t❤❡s❡ ♣r♦❜❧❡♠
✐♥st❛♥❝❡s ❛r❡ ✈❡r② ✐♥t❡r❡st✐♥❣ ❢♦r t❤❡ ❛♣♣❧✐❝❛✲
t✐♦♥ ♦❢ ✈❡r✐✜❝❛t✐♦♥ ♠❡t❤♦❞s✳

❍♦✇❡✈❡r✱ t❤❡ s♦❧✈❛❜✐❧✐t② ♣r✐♥❝✐♣❧❡ ♦❢ ✈❡r✐✜✲
❝❛t✐♦♥ ♠❡t❤♦❞s st❛t❡s t❤❛t ✈❡r✐✜❝❛t✐♦♥ ♠❡t❤✲
♦❞s s♦❧✈❡ ✇❡❧❧✲♣♦s❡❞ ♣r♦❜❧❡♠s ❬✶✵❪✿ ✐t ✐s t②♣✲
✐❝❛❧❧② ♥♦t ♣♦ss✐❜❧❡ t♦ ❝♦♠♣✉t❡ r✐❣♦r♦✉s ✐♥✲
❝❧✉s✐♦♥s ❢♦r t❤❡ ♦♣t✐♠❛❧ ✈❛❧✉❡ ♦❢ ❛♥ ✐❧❧✲♣♦s❡❞
♣r♦❜❧❡♠ ✉s✐♥❣ ✢♦❛t✐♥❣✲♣♦✐♥t ❛r✐t❤♠❡t✐❝ ❜❡✲
❝❛✉s❡ ❡✈❡♥ t❤❡ s❧✐❣❤t❡st ♣❡rt✉r❜❛t✐♦♥ ♠❛②
❝❤❛♥❣❡ ✐ts ❢❡❛s✐❜✐❧✐t② st❛t✉s✳ ❲✐t❤♦✉t ✐♥❝♦r✲
♣♦r❛t✐♥❣ ❛❞❞✐t✐♦♥❛❧ ❦♥♦✇❧❡❞❣❡ ❛❜♦✉t t❤❡ ✐❧❧✲
♣♦s❡❞ ✐♥st❛♥❝❡s ❢r♦♠ t❤❡ ◆❊❚▲■❇ t❡st s✉✐t❡✱
✈❡r✐✜❝❛t✐♦♥ t♦♦❧s ❛r❡ ♥♦t ❛❜❧❡ t♦ ❝♦♠♣✉t❡ ✈❡r✲
✐✜❡❞ ❜♦✉♥❞s ❢♦r t❤❡s❡ ♣r♦❜❧❡♠s ✭❝❢✳ ❬✺❪✮✳

❲❡ ❛r❡ ♣r♦♣♦s✐♥❣ ❛♥ ❡rr♦r ❢r❡❡ ♣r❡♣r♦❝❡ss✲
✐♥❣ ♣r♦❝❡❞✉r❡ t♦ r❡♣❧❛❝❡ ❛ ❣✐✈❡♥ ✐❧❧✲♣♦s❡❞ ❧✐♥✲
❡❛r ♣r♦❣r❛♠♠✐♥❣ ♣r♦❜❧❡♠ ✇✐t❤ ❛♥ ❡q✉✐✈❛❧❡♥t
✇❡❧❧✲♣♦s❡❞ ♣r♦❜❧❡♠✳ ❲❡ ❞❡♠♦♥str❛t❡ t❤❡ ❛♣✲
♣❧✐❝❛❜✐❧✐t② ♦❢ ♦✉r ♣r♦❝❡❞✉r❡ ❜② ❝♦♠♣✉t✐♥❣ ♥❡✇
✈❡r✐✜❡❞ ❜♦✉♥❞s ❢♦r ❛ ❧❛r❣❡ ♥✉♠❜❡r ♦❢ ✐❧❧✲♣♦s❡❞
♣r♦❜❧❡♠ ✐♥st❛♥❝❡s ❢r♦♠ t❤❡ ◆❊❚▲■❇ ❧✐♥❡❛r
♣r♦❣r❛♠♠✐♥❣ ❧✐❜r❛r②✳

Pr❡❧✐♠✐♥❛r✐❡s

❲❡ ❛r❡ ❝♦♥❝❡r♥❡❞ ✇✐t❤ ❧✐♥❡❛r ♣r♦❣r❛♠♠✐♥❣
♣r♦❜❧❡♠s ♦❢ t❤❡ ❢♦r♠

inf
xf ,xl

cTf xf + cTl xl

Afxf +Alxl = b

xl ≥ 0,

✭▲P✮

✇❤❡r❡ xf ∈ R
nf , xl ∈ R

nl ❛r❡ ❢r❡❡ ❛♥❞ ♥♦♥✲
♥❡❣❛t✐✈❡ ❞❡❝✐s✐♦♥ ✈❛r✐❛❜❧❡s✱ r❡s♣❡❝t✐✈❡❧②✱ A⋄ ∈
R
m×n⋄ ✱ b ∈ R

m ❛♥❞ c⋄ ∈ R
n⋄ ❢♦r ⋄ ∈ {f, l}✳

■♥ ❛❝❝♦r❞❛♥❝❡ ✇✐t❤ ❘❡♥❡❣❛r✬s ❞❡✜♥✐t✐♦♥ ✐♥
❬✾❪✱ ❛ ❢❡❛s✐❜❧❡ ✐♥st❛♥❝❡ ♦❢ ✭▲P✮ ✐s ✐❧❧✲♣♦s❡❞ ✐❢ ✐♥✲
✜♥✐t❡s✐♠❛❧ s♠❛❧❧ ♣❡rt✉r❜❛t✐♦♥s ❝❛♥ r❡♥❞❡r t❤❡
♣r♦❜❧❡♠ ✐♥❢❡❛s✐❜❧❡✳ ❚❤✐s ✐s ♣r❡❝✐s❡❧② t❤❡ ❝❛s❡
✐❢ t❤❡ s❡ts {Afxf +Alxl | xl ≥ 0} ❛♥❞ {b} ❛r❡
s❡♣❛r❛❜❧❡ ❜② ❛ ❤②♣❡r♣❧❛♥❡✱ ❜✉t ♥♦t str✐❝t❧② s♦✳

■❢ u ∈ R
m ✐s ❛ ♥♦r♠❛❧ ✈❡❝t♦r t♦ s✉❝❤ ❛ ❤②✲

♣❡r♣❧❛♥❡✱ t❤❡♥

(Afxf +Alxl)
Tu ≤ bTu ✭✶✮

✐s s❛t✐s✜❡❞ ❢♦r ❛❧❧ xf ∈ R
nf , 0 ≤ xl ∈ R

nl ✳ ■t ✐s
str❛✐❣❤t❢♦r✇❛r❞ t♦ s❤♦✇ t❤❛t ✭✶✮ ✐s ❡q✉✐✈❛❧❡♥t
t♦ t❤❡ ❝♦♥❞✐t✐♦♥s

(Afxf )
Tu = 0, (Alxl)

Tu ≤ 0, bTu ≥ 0.

❙✐♥❝❡ t❤❡ s❡♣❛r❛t✐♦♥ ✐s ♥♦t str✐❝t✱ t❤❡r❡ ❡①✐st
xf ❛♥❞ ❛ ♥♦♥✲♥❡❣❛t✐✈❡ ✈❡❝t♦r xl s✉❝❤ t❤❛t ✭✶✮
✐s s❛t✐s✜❡❞ ✇✐t❤ ❡q✉❛❧✐t② ❛♥❞ t❤❡r❡❢♦r❡ bTu =
0✳ ❙✉♠♠❛r✐③✐♥❣✱ ♦♥❡ ❝❛♥ ♣r♦✈❡ t❤❡ ❢♦❧❧♦✇✐♥❣
❝r✉❝✐❛❧ ❡q✉✐✈❛❧❡♥❝❡✳

Pr♦♣♦s✐t✐♦♥✳ ❆ ❢❡❛s✐❜❧❡ ✐♥st❛♥❝❡ ♦❢ ✭▲P✮ ✐s
✐❧❧✲♣♦s❡❞ ✐❢✱ ❛♥❞ ♦♥❧② ✐❢✱ t❤❡ ❝♦♥❞✐t✐♦♥s

AT
f u = 0, AT

l u ≤ 0, bTu = 0 ✭✷✮

❛r❡ s❛t✐s✜❡❞ ❢♦r ♥♦♥✲tr✐✈✐❛❧ ✈❡❝t♦rs u ∈ R
m✳
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❘❡❞✉❝t✐♦♥ ♣r♦❝❡❞✉r❡

❚❤❡ ❝♦♥❞✐t✐♦♥s ✐♥ ✭✷✮ ❧❡❛❞ t♦ ❛♥♦t❤❡r ❧✐♥❡❛r
♣r♦❣r❛♠♠✐♥❣ ♣r♦❜❧❡♠ ✇❤✐❝❤ ❝❛♥ ❜❡ ✉s❡❞ t♦
❝♦♠♣✉t❡ s✉✐t❛❜❧❡ ✈❡❝t♦rs u✳ ■❢ u = 0 ✐s t❤❡
♦♥❧② ❢❡❛s✐❜❧❡ s♦❧✉t✐♦♥ t♦ t❤✐s ♣r♦❜❧❡♠✱ t❤❡♥
✭▲P✮ ✐s ✇❡❧❧✲♣♦s❡❞✳ ❖t❤❡r✇✐s❡ ✇❡ ❢♦✉♥❞ ❛♥
✐♥❞✐❝❛t♦r ❢♦r ✐❧❧✲♣♦s❡❞♥❡ss✳
▼♦r❡♦✈❡r✱ ✭✷✮ ❝❛♥ ❜❡ ✉s❡❞ ♥♦t ♦♥❧② t♦ ❞❡✲

t❡❝t ✐❧❧✲♣♦s❡❞♥❡ss ❜✉t ❛❧s♦ ❢♦r ✐ts r❡♠♦✈❛❧✳ ❋♦r
❛♥② u s❛t✐s❢②✐♥❣ ✭✷✮ ❛♥❞ ❡✈❡r② ❢❡❛s✐❜❧❡ ♣♦✐♥t
(xf , xl) ♦❢ ✭▲P✮✱ ✇❡ ❤❛✈❡

0 = (Afxf +Alxl − b)T︸ ︷︷ ︸
≡0

u = xTl︸︷︷︸
≥0

AT
l u︸︷︷︸
≤0

❛♥❞ t❤❡r❡❢♦r❡

∀1 ≤ i ≤ nl : (AT
l u)i · (xl)i = 0. ✭✸✮

■❢ t❤❡ ❡q✉❛❧✐t② ❝♦♥str❛✐♥ts ♦❢ ✭▲P✮ ❛r❡ ❧✐♥✲
❡❛r❧② ✐♥❞❡♣❡♥❞❡♥t✱ ❜② ✇❤✐❝❤ u 6= 0 ✐♠♣❧✐❡s
[Al, Af , b]

Tu 6= 0✱ t❤❡♥

∃i : (AT
l u)i 6= 0, (xl)i = 0.

■♥ t❤✐s ❝❛s❡✱ ✭▲P✮ ❝❛♥ ❜❡ r❡❞✉❝❡❞ t♦ ❛ s♠❛❧❧❡r
❡q✉✐✈❛❧❡♥t ❧✐♥❡❛r ♣r♦❣r❛♠♠✐♥❣ ♣r♦❜❧❡♠ ❜②
❡❧✐♠✐♥❛t✐♥❣ t❤❡ r❡s♣❡❝t✐✈❡ ❡♥tr✐❡s (xl)i✳ ❖♥
t❤❡ ♦t❤❡r ❤❛♥❞✱ ✐❢ t❤❡r❡ ❛r❡ ❧✐♥❡❛r❧② ❞❡♣❡♥❞❡♥t
❡q✉❛❧✐t② ❝♦♥str❛✐♥ts✱ ✇❡ ♠❛② r❡♠♦✈❡ t❤❡♠ ❛♥❞
❛❣❛✐♥ ♦❜t❛✐♥ ❛ r❡❞✉❝❡❞ ❡q✉✐✈❛❧❡♥t ♣r♦❜❧❡♠✳
❚❤✐s ❝❛♥ ❜❡ r❡♣❡❛t❡❞ ✉♣ t♦ t❤❡ ♣♦✐♥t ✇❤❡r❡
✇❡ ❞❡r✐✈❡ ❛ ✇❡❧❧✲♣♦s❡❞ ♣r♦❜❧❡♠✳
❋♦❧❧♦✇✐♥❣✱ ♦♥❡ ♠❛② ✉s❡ s♦♠❡ ✈❡r✐✜❝❛t✐♦♥

t♦♦❧ ❢♦r ❧✐♥❡❛r ♣r♦❣r❛♠♠✐♥❣ ♣r♦❜❧❡♠s t♦ ❝♦♠✲
♣✉t❡ ✈❡r✐✜❡❞ ❜♦✉♥❞s ❛❧s♦ ❢♦r t❤❡ ♦r✐❣✐♥❛❧ ✭▲P✮✳

❱❡r✐✜❝❛t✐♦♥

❚❤❡ r❡❞✉❝t✐♦♥ ❛♣♣r♦❛❝❤ ✐s ♥♦t ❡①❛❝t❧② ❛ ♥❡✇
❝♦♥❝❡♣t✳ ❚❤❡ s❡t ❞❡s❝r✐❜❡❞ ❜② t❤❡ ❝♦♥❞✐t✐♦♥s
✐♥ ✭✷✮ ✐s str♦♥❣❧② r❡❧❛t❡❞ t♦ t❤❡ s❡t ♦❢ ❞✉❛❧
r❡❝❡ss✐♦♥ ❞✐r❡❝t✐♦♥s ❬✷✱ ✸❪ ❛♥❞ ♦✉r r❡❞✉❝t✐♦♥
❛♣♣r♦❛❝❤ ✐s ❛ s♣❡❝✐✜❝ ❢♦r♠ ♦❢ ❢❛❝✐❛❧ r❡❞✉❝t✐♦♥
❬✶✱ ✷✱ ✻❪✳
❚❤❡ ❛❝t✉❛❧ ❞✐✣❝✉❧t② ❧✐❡s ✐♥ t❤❡ ✈❡r✐✜❝❛t✐♦♥

♦❢ t❤❡ r❡❞✉❝t✐♦♥ ♣r♦❝❡❞✉r❡✳ ❍♦✇ ❝❛♥ ✇❡ ❝♦♠✲
♣✉t❡ r✐❣♦r♦✉s❧② ❛♥ ✐♥t❡r✈❛❧ U t❤❛t ❝♦♥t❛✐♥s ❛♥

Pr♦❜❧❡♠ ♦♥❧② ❙❉P❚✸ ❱❙❉P ✇✐t❤ ✭PP✮

✷✺❋❱✹✼ 1.50× 10+3 1.94× 10−8

❈❩P❘❖❇ 1.67× 10−1 1.14× 10−8

▼❖❉❙❩❑✶ 7.67× 10+8 1.02× 10−2

❙❈❋❳▼✶ 1.42× 10−10 3.69× 10−9

❙❍■P✶✷❙ 8.70× 10+1 9.48× 10−10

❚❛❜❧❡ ✶✿ ❉✉❛❧✐t② ❣❛♣s ❢♦r s❡❧❡❝t❡❞ ▲Ps

❛❝t✉❛❧ s♦❧✉t✐♦♥ t♦ ✭✷✮ ❜✉t ♥♦t t❤❡ tr✐✈✐❛❧ ✈❡❝t♦r
♦❢ ❛❧❧ ③❡r♦s❄

❆❢t❡r ✉s✐♥❣ ❛♥ ❛✉①✐❧✐❛r② ❧✐♥❡❛r ♣r♦❣r❛♠♠✐♥❣
♣r♦❜❧❡♠ t♦ ❝♦♠♣✉t❡ ❛♥ ❛♣♣r♦①✐♠❛t❡ s♦❧✉t✐♦♥
t♦ ✭✷✮ ❛♥❞ ❞❡❝✐❞✐♥❣ ✇❤✐❝❤ ❡♥tr✐❡s ♦❢ u ❛r❡
♥♦♥③❡r♦ ✈✐❛ ❛ s✐♠♣❧❡ t❤r❡s❤♦❧❞ ❛♣♣r♦❛❝❤✱ t❤❡
t❛s❦ r❡❞✉❝❡s t♦ ❞❡t❡r♠✐♥✐♥❣ ❛♥❞ ✈❡r✐❢②✐♥❣ ❧✐♥✲
❡❛r❧② ❞❡♣❡♥❞❡♥t ❡q✉❛❧✐t② ❝♦♥str❛✐♥ts✳ ❇② ❡①✲
♣❧♦✐t✐♥❣ ❛ ❧✐♥❡✲✉♣ ♦❢ ♣r❡s✉♣♣♦s✐t✐♦♥s t❤❛t ❛r❡
s❛t✐s✜❡❞ ❢♦r ♠♦st ✐♥st❛♥❝❡s ❢r♦♠ t❤❡ ◆❊❚▲■❇
❧✐♥❡❛r ♣r♦❣r❛♠♠✐♥❣ ❧✐❜r❛r② ❬✼❪✱ ✐t ✐s ❛❝t✉❛❧
♣♦ss✐❜❧❡ t♦ r❡❞✉❝❡ t❤❡ r❡s♣❡❝t✐✈❡ s❡t ♦❢ ❡q✉❛❧✲
✐t② ❝♦♥str❛✐♥ts t♦ ❛ ❧✐♥❡❛r❧② ✐♥❞❡♣❡♥❞❡♥t ❜❛s✐s
✐♥ ❛ r✐❣♦r♦✉s ♠❛♥♥❡r✳

❚♦ ❞❡♠♦♥str❛t❡ t❤❡ ❛♣♣❧✐❝❛❜✐❧✐t② ♦❢ ♦✉r ❛♣✲
♣r♦❛❝❤✱ ✐♥ ❚❛❜❧❡ ✶✱ ✇❡ ♣r❡s❡♥t r❡❧❛t✐✈❡ ❞✉❛❧✲
✐t② ❣❛♣s ❢♦r s♦♠❡ ✐❧❧✲♣♦s❡❞ ✐♥st❛♥❝❡s ❢r♦♠ t❤❡
◆❊❚▲■❇ ❧✐❜r❛r②✳ ❲❡ ❝❤♦s❡ ♣r♦❜❧❡♠s ❢♦r ✇❤✐❝❤
❱❙❉P ❬✹❪ ❢❛✐❧s t♦ ❝♦♠♣✉t❡ r✐❣♦r♦✉s ❜♦✉♥❞s
✇✐t❤♦✉t ♣r✐♦r ♣r❡♣r♦❝❡ss✐♥❣ ✭PP✮✳ ❚❤❡ ✉s❡❞
s♦❧✈❡r ✐s ❙❉P❚✸ ❬✶✶❪✳

❘❡❢❡r❡♥❝❡s

❬✶❪ ❏✳ ▼✳ ❇♦r✇❡✐♥ ❛♥❞ ❍✳ ❲♦❧❦♦✇✐❝③✳ ❋❛❝✐❛❧
r❡❞✉❝t✐♦♥ ❢♦r ❛ ❝♦♥❡✲❝♦♥✈❡① ♣r♦❣r❛♠♠✐♥❣
♣r♦❜❧❡♠✳ ❏✳ ❆✉str❛❧✳ ▼❛t❤✳ ❙♦❝✳ ❙❡r✳ ❆✱
✸✵✭✸✮✿✸✻✾✕✸✽✵✱ ✶✾✽✶✳

❬✷❪ ❱✳ ❨✳✲▲✳ ❈❤❡✉♥❣✳ Pr❡♣r♦❝❡ss✐♥❣ ❛♥❞

❘❡❞✉❝t✐♦♥ ❢♦r ❙❡♠✐❞❡✜♥✐t❡ Pr♦❣r❛♠♠✐♥❣

✈✐❛ ❋❛❝✐❛❧ ❘❡❞✉❝t✐♦♥✿ ❚❤❡♦r② ❛♥❞ Pr❛❝✲

t✐❝❡✳ P❤❉ t❤❡s✐s✱ ❯♥✐✈❡rs✐t② ♦❢ ❲❛t❡r❧♦♦✱
❲❛t❡r❧♦♦✱ ❖♥t❛r✐♦✱ ❈❛♥❛❞❛✱ ✷✵✶✸✳

❬✸❪ ❱✳ ❨✳✲▲✳ ❈❤❡✉♥❣ ❛♥❞ ❍✳ ❲♦❧❦♦✇✐❝③✳ ❙❡♥✲
s✐t✐✈✐t② ❛♥❛❧②s✐s ♦❢ s❡♠✐❞❡✜♥✐t❡ ♣r♦❣r❛♠s
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✇✐t❤♦✉t str♦♥❣ ❞✉❛❧✐t②✳ ❚❡❝❤♥✐❝❛❧ r❡♣♦rt✱
✷✵✶✹✳

❬✹❪ ❱✳ ❍ärt❡r✱ ❈✳ ❏❛♥ss♦♥✱ ❛♥❞ ▼✳ ▲❛♥❣❡✳
❱❙❉P✿ ❆ ▼❛t❧❛❜ t♦♦❧❜♦① ❢♦r ✈❡r✲
✐✜❡❞ s❡♠✐❞❡✜♥✐t❡✲q✉❛❞r❛t✐❝✲❧✐♥❡❛r ♣r♦✲
❣r❛♠♠✐♥❣✳ ❤tt♣✿✴✴✇✇✇✳t✐✸✳t✉❤❤✳❞❡✴

❥❛♥ss♦♥✴✈s❞♣✴✱ ✷✵✶✷✳

❬✺❪ ❈✳ ❑❡✐❧ ❛♥❞ ❈✳ ❏❛♥ss♦♥✳ ❈♦♠♣✉t❛t✐♦♥❛❧
❡①♣❡r✐❡♥❝❡ ✇✐t❤ r✐❣♦r♦✉s ❡rr♦r ❜♦✉♥❞s ❢♦r
t❤❡ ♥❡t❧✐❜ ❧✐♥❡❛r ♣r♦❣r❛♠♠✐♥❣ ❧✐❜r❛r②✳
❘❡❧✐❛❜✳ ❈♦♠♣✉t✳✱ ✶✷✭✹✮✿✸✵✸✕✸✷✶✱ ✷✵✵✻✳

❬✻❪ ❇✳ ❋✳ ▲♦✉r❡♥ç♦✱ ▼✳ ▼✉r❛♠❛ts✉✱ ❛♥❞
❚✳ ❚s✉❝❤✐②❛✳ ❙♦❧✈✐♥❣ ❙❉P ❝♦♠♣❧❡t❡❧②
✇✐t❤ ❛♥ ✐♥t❡r✐♦r ♣♦✐♥t ♦r❛❝❧❡✳ ❆r❳✐✈ ❡✲

♣r✐♥ts✱ ✷✵✶✺✳

❬✼❪ ◆❊❚▲■❇ ❧✐♥❡❛r ♣r♦❣r❛♠♠✐♥❣ ❧✐❜r❛r②✳ ❆
❝♦❧❧❡❝t✐♦♥ ♦❢ ❧✐♥❡❛r ♣r♦❣r❛♠♠✐♥❣ ♣r♦❜✲
❧❡♠s✱ ❤tt♣✿✴✴✇✇✇✳♥❡t❧✐❜✳♦r❣✴❧♣✴✳

❬✽❪ ❋✳ ❖r❞óñ❡③ ❛♥❞ ❘✳ ▼✳ ❋r❡✉♥❞✳ ❈♦♠♣✉✲
t❛t✐♦♥❛❧ ❡①♣❡r✐❡♥❝❡ ❛♥❞ t❤❡ ❡①♣❧❛♥❛t♦r②
✈❛❧✉❡ ♦❢ ❝♦♥❞✐t✐♦♥ ♠❡❛s✉r❡s ❢♦r ❧✐♥❡❛r ♦♣✲
t✐♠✐③❛t✐♦♥✳ ❙■❆▼ ❏✳ ❖♣t✐♠✳✱ ✶✹✭✷✮✿✸✵✼✕
✸✸✸✱ ✷✵✵✸✳

❬✾❪ ❏✳ ❘❡♥❡❣❛r✳ ■♥❝♦r♣♦r❛t✐♥❣ ❝♦♥❞✐t✐♦♥ ♠❡❛✲
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✺✭✸✮✿✺✵✻✕✺✷✹✱ ✶✾✾✺✳

❬✶✵❪ ❙✳ ▼✳ ❘✉♠♣✳ ❱❡r✐✜❝❛t✐♦♥ ♠❡t❤♦❞s✿ ❘✐❣✲
♦r♦✉s r❡s✉❧ts ✉s✐♥❣ ✢♦❛t✐♥❣✲♣♦✐♥t ❛r✐t❤✲
♠❡t✐❝✳ ❆❝t❛ ◆✉♠❡r✳✱ ✶✾✿✷✽✼✕✹✹✾✱ ✷✵✶✵✳

❬✶✶❪ ❑✳✲❈✳ ❚♦❤✱ ▼✳ ❏✳ ❚♦❞❞✱ ❛♥❞ ❘✳ ❍✳ ❚✉✲
t✉♥❝✉✳ ❖♥ t❤❡ ✐♠♣❧❡♠❡♥t❛t✐♦♥ ❛♥❞ ✉s✲
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❛❣❡ ❢♦r s❡♠✐❞❡✜♥✐t❡✲q✉❛❞r❛t✐❝✲❧✐♥❡❛r ♣r♦✲
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✷✵✵✻✳
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Introduction

Numerical integration is one of the fundamen-
tal tool of scientific computation. Providing a
reliable result to such problem is important for
validated simulation [1] or for global optimiza-
tion with a continuous objective function [3].
An important work on inclusion methods for
integral equations can be found in [2]. In our
presentation, we propose an efficient guaran-
teed method for the computation of the inte-
gral of a nonlinear continuous function f be-
tween two interval endpoints [x1] and [x2], we
call interval integrals:

Definition 1 (Interval integral). Let f : R →
R, a continuous function and [x1], [x2] ∈
IR two intervals. The interval integral of f
with [x1] and [x2] as endpoints is denoted∫ [x2]
[x1]

f(x)dx and corresponds to the set

∫ [x2]

[x1]
f(x)dx =

{∫ x2

x1

f(x)dx

∣∣∣∣
x1 ∈ [x1]
x2 ∈ [x2]

}
.

(1)

This set considers all the integrals with the
endpoints taken in the intervals [x1] and [x2].
Three cases can occur whether the interval
endpoints [x1] and [x2] are disjoint, intersect
or one is included in the other.

The endpoints are disjoint As intro-
duced in [2], an interval integral as defined in

∗Corresponding author.

Definition 1 where the endpoints are disjoint
can be decomposed as follows

∫ [x2]
[x1]

f(x)dx =
∫ x1

[x1]
f(x)dx

+
∫ x2

x1
f(x)dx

+
∫ [x2]
x2

f(x)dx.

(2)

The endpoints intersect The interval in-
tegral in Eq. (1) can be subdivised with

∫ [x2]

[x1]
f(x)dx =

∫ [x2]

[x1,x2]
f(x)dx

⋃∫ [x2,x1]

[x2,x1]
f(x)dx

⋃∫ [x1,x2]

[x2,x1]
f(x)dx. (3)

The first and the last interval integrals in the
right member of Eq. (3) are of the same type
as the one where endpoints are disjoint except
that the integral can be equal to 0 when taking
both the same endpoints.

One endpoint is included in the other

When [x1] ⊆ [x2], we have x2 6 x1 6 x1 6 x2
and the same decomposition as in Eq. (3) is
possible:

∫ [x2]

[x1]
f(x)dx =

∫ [x2,x1]

[x1]
f(x)dx,

⋃∫ [x1]

[x1]
f(x)dx,

⋃∫ [x1,x2]

[x1]
f(x)dx (4)

so we go back to the already treated kind of
interval integral that occurred in the previous
cases.

We see that in all cases, only three interval
integrals occur:

∫ x

[x]
f(x)dx;

∫ [x]

x
f(x)dx;

∫ [x]

[x]
f(x)dx. (5)
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■❞❡♥t✐✜❝❛t✐♦♥ ♦❢ ▼✉❧t✐✲❋❛✉❧ts ✐♥ ●◆❙❙ ❙✐❣♥❛❧s ✉s✐♥❣ ❘❙■❱■❆

✉♥❞❡r ❉✉❛❧ ❈♦♥st❡❧❧❛t✐♦♥

❙❤✉❝❤❡♥ ▲✐✉∗✶✱ ❏❛♥✲❏ör❛♥ ●❡❤rt✶✱ ❉✐r❦ ❆❜❡❧✶✱ ❛♥❞ ❘❡♥é ❩✇❡✐❣❡❧✶

✶■♥st✐t✉t❡ ♦❢ ❆✉t♦♠❛t✐❝ ❈♦♥tr♦❧✱ ❘❲❚❍ ❆❛❝❤❡♥ ❯♥✐✈❡rs✐t②

❑❡②✇♦r❞s✿ ❘❙■❱■❆✱ ●P❙✱ ●❛❧✐❧❡♦✱ ■♥t❡❣r✐t②✱
❋❛✉❧t ■❞❡♥t✐✜❝❛t✐♦♥✱ ◆❛✈✐❣❛t✐♦♥ ❋✐❧t❡r

■♥tr♦❞✉❝t✐♦♥

❆s ❞❡s❝r✐❜❡❞ ✐♥ t❤❡ ▼❛r❦❡t ❘❡♣♦rt ❢r♦♠ ❊✉✲
r♦♣❡❛♥ ●❧♦❜❛❧ ◆❛✈✐❣❛t✐♦♥ ❙❛t❡❧❧✐t❡ ❙②st❡♠s
❆❣❡♥❝② ✭●❙❆✮✱ s❛t❡❧❧✐t❡✲❜❛s❡❞ ♥❛✈✐❣❛t✐♦♥ ✇✐❧❧
s✉❜st❛♥t✐❛❧❧② ❝♦♥tr✐❜✉t❡ t♦ t❤❡ ❢✉t✉r❡ ✐♥♥♦✈❛✲
t✐♦♥ ♦❢ s❡❧❢✲❞r✐✈✐♥❣ ✈❡❤✐❝❧❡s ✭s❡❡ ❬✶❪✮✳ ■♥ ❛✉✲
t♦♥♦♠♦✉s ❛♣♣❧✐❝❛t✐♦♥s✱ ❡s♣❡❝✐❛❧❧② ✐♥ s❛❢❡t②✲
❝r✐t✐❝❛❧ s❝❡♥❛r✐♦s✱ ❛ ❢❛❧s❡ ❡st✐♠❛t✐♦♥ ♦❢ ✈❡❤✐✲
❝❧❡ st❛t❡ ❝❛♥ r❡s✉❧t ✐♥ ❝❛t❛str♦♣❤✐❝ ❛❝❝✐❞❡♥ts✱
✇❤✐❝❤ r❡q✉✐r❡s t❤❡ ❤✐❣❤ ❛❝❝✉r❛❝② ❛♥❞ ✐♥t❡❣r✐t②
♦❢ t❤❡ ♥❛✈✐❣❛t✐♦♥ s♦❧✉t✐♦♥✳ ❚♦ ♠❛✐♥t❛✐♥ t❤❡ ✐♥✲
t❡❣r✐t② ♦❢ ❛ ❣❧♦❜❛❧ ♥❛✈✐❣❛t✐♦♥ s❛t❡❧❧✐t❡ s②st❡♠
✭●◆❙❙✮✲❜❛s❡❞ ♥❛✈✐❣❛t✐♦♥ s②st❡♠✱ t❤❡ ❢❛✉❧t②
●◆❙❙ ♦❜s❡r✈❛t✐♦♥s ❝❛✉s❡❞ ❜② s✐❣♥❛❧ ✐♥t❡r❢❡r✲
❡♥❝❡s ❛♥❞ ♦t❤❡r ♣♦ss✐❜❧❡ r❡❛s♦♥s s❤❛❧❧ ❜❡ ❞❡✲
t❡❝t❡❞✱ ✐❞❡♥t✐✜❡❞ ❛♥❞ ❡①❝❧✉❞❡❞✳ ❙✐♥❝❡ t❤❡
♦♣❡♥ s❡r✈✐❝❡ ♦❢ t❤❡ ♥❡✇❧② ❞❡✈❡❧♦♣❡❞ ❊❯ s❛t❡❧✲
❧✐t❡ ♥❛✈✐❣❛t✐♦♥ s②st❡♠ ●❛❧✐❧❡♦ ✐s ✐♥ ♦♣❡r❛t✐♦♥✱
t❤❡ ❝♦♠❜✐♥❛t✐♦♥ ♦❢ ●P❙ ❛♥❞ ●❛❧✐❧❡♦ ♣r♦✈✐❞❡s
t❤❡ ♠♦❞❡r♥ ♥❛✈✐❣❛t✐♦♥ s②st❡♠s ♠♦r❡ ❛✈❛✐❧❛❜❧❡
s❛t❡❧❧✐t❡s ✐♥ ✈✐❡✇✳ ❍♦✇❡✈❡r✱ ❛ ❤✐❣❤❡r ♥✉♠✲
❜❡r ♦❢ s❛t❡❧❧✐t❡s ❛❧s♦ ✐♥❝r❡❛s❡s t❤❡ ♣♦ss✐❜✐❧✐t②
t❤❛t s❛t❡❧❧✐t❡ ♦❜s❡r✈❛t✐♦♥s ❝♦♥t❛✐♥ ❛ ❢❛✉❧t ♦r
❡✈❡♥ ♠✉❧t✐✲❢❛✉❧ts✳ ❚❤❡r❡❢♦r❡✱ ✐❞❡♥t✐✜❝❛t✐♦♥ ♦❢
♠✉❧t✐✲❢❛✉❧ts ❜❡❝♦♠❡s ❛ ❝r✉❝✐❛❧ ❛♥❞ ❝❤❛❧❧❡♥❣✐♥❣
t❛s❦ t♦ ♠❛✐♥t❛✐♥ t❤❡ ✐♥t❡❣r✐t② ♦❢ ●◆❙❙✲❜❛s❡❞
♥❛✈✐❣❛t✐♦♥ s②st❡♠s✳

❚❤❡ ♣r❡✈✐♦✉s ✇♦r❦ ❬✷❪ ♣r❡s❡♥ts t❤❡ ❞❡✈❡❧♦♣✲
♠❡♥t ♦❢ ❛ ❢❛✉❧t ❞❡t❡❝t✐♦♥ ❛♥❞ ❡①❝❧✉s✐♦♥ ✭❋❉❊✮
❛❧❣♦r✐t❤♠ ♦❢ ●◆❙❙ ♠❡❛s✉r❡♠❡♥ts✳ ❚❤❡ ❛♣✲
♣r♦❛❝❤ ✐s ❛♥ ❡①t❡♥s✐♦♥ ♦❢ ❛♥ ❡①✐st✐♥❣ t✐❣❤t❧②✲
❝♦✉♣❧❡❞ ♥❛✈✐❣❛t✐♦♥ ✜❧t❡r✱ ✇❤✐❝❤ ✐♥t❡❣r❛t❡s t❤❡
♠❡❛s✉r❡♠❡♥ts ❢r♦♠ ●◆❙❙ ❛♥❞ ❛♥ ✐♥❡rt✐❛❧

∗❈♦rr❡s♣♦♥❞✐♥❣ ❛✉t❤♦r✳

♠❡❛s✉r❡♠❡♥t ✉♥✐t ✭■▼❯✮✳ ■♥ ❬✷❪✱ ❋❉❊ ❜❛s❡s
♦♥ t❤❡ r❡❝❡✐✈❡r ✐♥t❡❣r✐t② ♠♦♥✐t♦r✐♥❣ ✭❘❆■▼✮
❛♣♣r♦❛❝❤✱ ✇❤✐❝❤ ✐s ❛ ♣✉r❡ st❛t✐st✐❝❛❧ ♠❡t❤♦❞✳
❘❆■▼ ♣r❡❞✐❝ts ♣s❡✉❞♦r❛♥❣❡ r❡s✐❞✉❛❧✱ ✇❤✐❝❤ ✐s
❜❛s❡❞ ♦♥ ❡st✐♠❛t❡❞ r❡❢❡r❡♥❝❡ ✈❡❤✐❝❧❡ st❛t❡ ✉s✲
✐♥❣ ❧❡❛st sq✉❛r❡ ♠❡t❤♦❞✱ ❛♥❞ ✉s❡s t❤❡ r❡s✐❞✲
✉❛❧ t♦ ❞❡t❡❝t ❛♥❞ ✐❞❡♥t✐❢② ♣s❡✉❞♦r❛♥❣❡ ❢❛✉❧ts✳
❚❤✐s ♠❡t❤♦❞ ♠✐❣❤t ♥♦t ❜❡ ❛❞❡q✉❛t❡✱ ✇❤❡♥
♠❛♥② ♦❢ t❤❡ ♠❡❛s✉r❡♠❡♥ts ❛r❡ ❢❛✉❧t②✱ s✐♥❝❡ ✐t
✐s ♦r✐❣✐♥❛❧❧② ❞❡✈❡❧♦♣❡❞ ✉♥❞❡r s✐♥❣❧❡ ❢❛✉❧t ❛s✲
s✉♠♣t✐♦♥✳ ❚❤✐s ✇♦r❦ ❝♦♥❝❡♥tr❛t❡s ♦♥ ♠✉❧t✐✲
❢❛✉❧ts ✐❞❡♥t✐✜❝❛t✐♦♥✱ ✇❤❡♥ t❤❡ ❝♦♥✈❡♥t✐♦♥❛❧
st❛t✐st✐❝ ❜❛s❡❞ ❛♣♣r♦❛❝❤ ❝❛♥♥♦t ♣r♦✈✐❞❡ ❛ ❝♦r✲
r❡❝t ✐❞❡♥t✐✜❝❛t✐♦♥ s♦❧✉t✐♦♥ ❝❡rt❛✐♥❧②✳

■♥ r❡❝❡♥t ②❡❛rs✱ ❛♥ ❛❧t❡r♥❛t✐✈❡ ❧♦❝❛❧✐③❛t✐♦♥
♠❡t❤♦❞✱ ❙❡t ■♥✈❡rs✐♦♥ ✈✐❛ ■♥t❡r✈❛❧ ❆♥❛❧②s✐s
✭❙■❱■❆✮✱ ✐s ❞❡✈❡❧♦♣❡❞ ✉♥❞❡r s✉❝❤ ❝♦♥❝❡r♥ ✐♥
❬✸❪ ❛♥❞ ❛♣♣❧✐❡❞ t♦ r❡❛❧✐③❡ r♦❜♦t ❧♦❝❛❧✐③❛t✐♦♥ ✐♥
❬✹❪✳ ❙■❱■❆ ❣✉❛r❛♥t❡❡s ✐♥t❡❣r✐t② ❛♥❞ ❡st✐♠❛t❡s
❛ tr✉st r❡❣✐♦♥ ♦❢ t❤❡ ❛♥t❡♥♥❛ ♣♦s✐t✐♦♥ ❢✉❧✜❧❧✐♥❣
❛ ♣r❡❞❡✜♥❡❞ ❝♦♥✜❞❡♥❝❡ ❧❡✈❡❧✳ ❋✉rt❤❡r✱ r♦❜✉st
❙■❱■❆ ✭❘❙■❱■❆✮ ❛♣♣r♦❛❝❤ ✐s ❛♣♣❧✐❡❞ ❢♦r s❛t❡❧✲
❧✐t❡ ♣♦s✐t✐♦♥✐♥❣ ✐♥ ❬✺❪✱ ✇❤✐❝❤ ❛❧❧♦✇s t♦ ❡st✐♠❛t❡
t❤❡ tr✉st r❡❣✐♦♥ ✉♥❞❡r t❤❡ ❛ss✉♠♣t✐♦♥ ♦❢ ❡r✲
r♦♥❡♦✉s ♣s❡✉❞♦r❛♥❣❡ ♠❡❛s✉r❡♠❡♥ts✳ ❍❡r❡❜②✱
✐t ✐s ♣♦ss✐❜❧❡ t♦ ✐❞❡♥t✐❢② ♦✉t❧✐❡rs ✐♥ t❤❡ ●◆❙❙
♦❜s❡r✈❛t✐♦♥s ❜② ❝❤❡❝❦✐♥❣ t❤❡ ❝♦♠♣❛t✐❜✐❧✐t② ♦❢
❡❛❝❤ ●◆❙❙ ♠❡❛s✉r❡♠❡♥t ❛♥❞ t❤❡ ❡st✐♠❛t❡❞
tr✉st r❡❣✐♦♥✳ ❚❤✐s tr✉st r❡❣✐♦♥ ✐s ❝❛❧❝✉❧❛t❡❞ ❛s
❛ ✇r❛♣ ♦❢ s❡✈❡r❛❧ s✉❜✲♣❛✈✐♥❣s✱ ✇❤✐❝❤ ♠❛❦❡s
✐t ❧❡ss s❡♥s✐t✐✈❡ ✇✐t❤ t❤❡ ♣s❡✉❞♦r❛♥❣❡ ❡rr♦rs✱
✐✳❡✳ t❤❡ ♣s❡✉❞♦r❛♥❣❡ ❡rr♦r s❤♦✉❧❞ ❜❡ r❡❧❛t✐✈❡❧②
❜✐❣ t♦ ❜❡ ✐❞❡♥t✐✜❡❞✳ ❆♥♦t❤❡r ❞r❛✇❜❛❝❦ ♦❢ t❤✐s
❛♣♣r♦❛❝❤ ✐s ✐ts ❝♦♠♣✉t❛t✐♦♥❛❧ ❧♦❛❞✱ ❜❡❝❛✉s❡
❘❙■❱■❆ ❜❡❣✐♥s ✇✐t❤ ❛♥ ✐♥✐t✐❛❧ ❣✉❡ss ♦❢ ❛♥ ❛r✲
❜✐tr❛r② ❜✐❣ ❜♦①✱ ❜✐s❡❝ts ✐t ✐♥t♦ s♠❛❧❧ ❜♦①❡s ❛♥❞
♦♣❡r❛t❡s ♦♥ t❤❡♠ s❡♣❛r❛t❡❧② ❛♥❞ ✐t❡r❛t✐✈❡❧②✳

❚❤❡ ♣r❡s❡♥t r❡s❡❛r❝❤ ❛♣♣❧✐❡s ❘❙■❱■❆ ❢♦r
❢❛✉❧t ❞❡t❡❝t✐♦♥ ❛♥❞ ✐❞❡♥t✐✜❝❛t✐♦♥ ✐♥ ❛ ❞✉❛❧✲
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❝♦♥st❡❧❧❛t✐♦♥ ❜❛s❡❞✲♥❛✈✐❣❛t✐♦♥ s②st❡♠✱ ✇❤❡r❡
❘❙■❱■❆ ✐s ❡①❡❝✉t❡❞ ✐♥ ❛♥ ✐t❡r❛t✐✈❡ ♣r♦❝❡ss✿
✐t st❛rts ✇✐t❤ t❤❡ ❛ss✉♠♣t✐♦♥ t❤❛t ♥♦ ❢❛✉❧t
❡①✐sts ✐♥ t❤❡ ♦❜s❡r✈❡❞ ♠❡❛s✉r❡♠❡♥t s♣❛❝❡✳
❲❤❡♥❡✈❡r ❛♥ ❡♠♣t② tr✉st r❡❣✐♦♥ ✐s r❡t✉r♥❡❞✱
❘❙■❱■❆ ❛ss✉♠❡s ♦♥❡ ♠♦r❡ ❢❛✉❧t ❡①✐st✐♥❣ ✐♥
t❤❡ ♠❡❛s✉r❡♠❡♥ts✳ ❚❤✐s ✐t❡r❛t✐✈❡ ♣r♦❝❡ss ❝♦♥✲
t✐♥✉❡s ✉♥t✐❧ ❛ ♥♦♥✲❡♠♣t② tr✉st r❡❣✐♦♥ ✐s ❡st✐✲
♠❛t❡❞✳ ■♥st❡❛❞ ♦❢ ❝❤❡❝❦✐♥❣ t❤❡ ❝♦♠♣❛t✐❜✐❧✲
✐t② ♦❢ ❡❛❝❤ ●◆❙❙ ♠❡❛s✉r❡♠❡♥t ✇✐t❤ t❤❡ ❡s✲
t✐♠❛t❡❞ tr✉st r❡❣✐♦♥ ❬✺❪✱ ✇❤✐❝❤ ✐s ❛ ✇r❛♣ ♦❢
s❡✈❡r❛❧ s✉❜✲♣❛✈✐♥❣s✱ t❤❡ ❝♦♠♣❛t✐❜✐❧✐t② ♦❢ t❤❡s❡
♠❡❛s✉r❡♠❡♥ts ✇✐t❤ ❡❛❝❤ ❡①✐st✐♥❣ s✉❜✲♣❛✈✐♥❣
✐s ❝❤❡❝❦❡❞ t♦ ✐❞❡♥t✐❢② t❤❡ ❢❛✉❧ts✳ ❚♦ r❡❞✉❝❡ t❤❡
❝♦♠♣✉t❛t✐♦♥❛❧ ❧♦❛❞✱ ❘❙■❱■❆ ❞♦❡s ♥♦t st❛rt
✇✐t❤ ❛♥ ❛r❜✐tr❛r② ❜✐❣ ❜♦①✱ ✐♥st❡❛❞✱ t❤❡ ♠✐❞❞❧❡
♣♦✐♥t ♦❢ t❤❡ ✐♥✐t✐❛❧ ❜♦① ✐s t❤❡ ❡st✐♠❛t❡❞ st❛t❡s
❢r♦♠ t❤❡ ♥❛✈✐❣❛t✐♦♥ ✜❧t❡r ❛♥❞ t❤❡ s✐③❡ ✐s ❝❛❧❝✉✲
❧❛t❡❞ ❛s ❛ ❢✉♥❝t✐♦♥ ♦❢ ♠❛①✐♠✉♠ ❞②♥❛♠✐❝ ❢r♦♠
t❤❡ ❡①♣❡r✐♠❡♥t❛❧ ✈❡❤✐❝❧❡✳

❚❤✐s ❡①t❡♥❞❡❞ ❛❜str❛❝t ❝♦♥t❛✐♥s t❤❡ ❢♦❧❧♦✇✲
✐♥❣ ❝♦♥t❡♥ts✿ ❋✐rst✱ t❤❡ ❜❛❝❦❣r♦✉♥❞ ♦❢ ❝✉rr❡♥t
✇♦r❦ ✇❛s ✐♥tr♦❞✉❝❡❞✱ ✐♥❝❧✉❞✐♥❣ t❤❡ ♠♦t✐✈❛t✐♦♥
❛♥❞ ♣r❡✈✐♦✉s ✇♦r❦✳ ❚❤❡♥✱ t❤❡ ❛♣♣r♦❛❝❤ ❛♣✲
♣❧✐❡❞ ✐♥ t❤✐s ✇♦r❦ ✇❛s ❞❡s❝r✐❜❡❞ ❜r✐❡✢②✳ ❋✉r✲
t❤❡r✱ t❤❡ ♥❡①t s❡❝t✐♦♥ ❞❡s❝r✐❜❡s t❤❡ ♠❡❛s✉r❡✲
♠❡♥t s❡t✉♣ t❤❛t ✐s ✉s❡❞ t♦ ✈❛❧✐❞❛t❡ t❤❡ ❛♣✲
♣r♦❛❝❤ ❛♥❞ ♣r♦✈✐❞❡s t❤❡ ✜rst ❡①♣❡r✐♠❡♥t❛❧ r❡✲
s✉❧ts✳ ❋✐♥❛❧❧②✱ t❤❡ ❧❛st s❡❝t✐♦♥ ❞r❛✇s t❤❡ ❝♦♥✲
❝❧✉s✐♦♥ ❛♥❞ ♣r♦✈✐❞❡s ❛♥ ♦✉t❧♦♦❦ ❢♦r t❤❡ ♦♥✲
❣♦✐♥❣ ❛♥❞ ❢✉t✉r❡ ❞❡✈❡❧♦♣♠❡♥ts✳

❊①♣❡r✐♠❡♥t❛❧ ❱❛❧✐❞❛t✐♦♥

▼❡❛s✉r❡♠❡♥t ❙❡t✉♣

❚❤❡ t❡st tr❛❥❡❝t♦r② ✐♥ t❤❡ ❡①♣❡r✐♠❡♥t❛❧ ✈❛❧✐✲
❞❛t✐♦♥ ✐s ❞❡✜♥❡❞ ❛♥❞ s✐♠✉❧❛t❡❞ ✐♥ ❛ ◆❈❙ ❚■✲
❚❆◆ ●◆❙❙ s✐♠✉❧❛t♦r ❢r♦♠ ■❋❊◆ ●♠❜❍✳ ❚❤❡
❚■❚❆◆ ❣❡♥❡r❛t❡s ●◆❙❙ ♦❜s❡r✈❛❜❧❡s ❛♥❞ s✉♣✲
♣♦rts ❛❧❧ ❡①✐st✐♥❣ ●◆❙❙ s②st❡♠s ❛♥❞ ♣r♦✈✐❞❡s
✉♣ t♦ ✷✺✻ s✐❣♥❛❧ ❝❤❛♥♥❡❧s✳ ❋✉rt❤❡r✱ t❤❡ ✐♥❡r✲
t✐❛❧ ♠❡❛s✉r❡♠❡♥ts ❛r❡ ❛❧s♦ s✐♠✉❧❛t❡❞ ❜② ❚■✲
❚❆◆✱ ✇✐t❤ r❡s♣❡❝t t♦ t❤❡ ❞❡✜♥❡❞ tr❛❥❡❝t♦r✐❡s✱
t❤❡ ✈✐rt✉❛❧ ✈❡❤✐❝❧❡ ❝❤❛r❛❝t❡r✐st✐❝ ❛♥❞ t❤❡ ♥♦✐s❡
❧❡✈❡❧ ♦❢ ❛ r❡❛❧ ▲❖❘❉ ▼✐❝r♦❙tr❛✐♥ ✸❉▼✲●❳✹✲
✷✺ ✐♥❞✉str✐❛❧✲❝❧❛ss ■▼❯✲s❡♥s♦r✳ ❈♦♠♣❛r❡❞ t♦

G04

G05

G09

G14

G25

G29

G30

E07

E08

E09

E19

E20

E26

E27

Result of Fault Identification

100 140 180 220

time in sec

260 300

Satellite available

Satellite unavailable

Correct identification

❋✐❣✉r❡ ✶✿ ■❞❡♥t✐✜❡❞ ❡rr♦♥❡♦✉s s❛t❡❧❧✐t❡ s✐❣♥❛❧s

r❡❛❧ ✇♦r❧❞ ♠❡❛s✉r❡♠❡♥t ❝❛♠♣❛✐❣♥✱ t❤❡ ❚■✲
❚❆◆ ❝❛♥ ❣❡♥❡r❛t❡ t❤❡ ●◆❙❙ s✐❣♥❛❧s ✇✐t❤
❢❡❛r❡❞ ❡✈❡♥t✱ ✇❤✐❝❤ ✐s t❤❡ s❝❡♥❛r✐♦ ❝♦♥t❛✐♥✐♥❣
♣s❡✉❞♦r❛♥❣❡ ❡rr♦rs✱ ❛♥❞ r❡❝♦r❞ ✐t✱ ✇❤✐❝❤ ❝❛♥
❜❡ ✉s❡❞ ❛s t❤❡ r❡❢❡r❡♥❝❡ ♦❢ t❤❡ ❢❛✉❧t ✐❞❡♥t✐✜✲
❝❛t✐♦♥ ♦✉t♣✉ts✳

❚❤❡ ❣❡♥❡r❛t❡❞ ●◆❙❙ s✐❣♥❛❧ ✐s r❡❝❡✐✈❡❞ ❛♥❞
❞❡❝♦❞❡❞ ❜② ❛ ❙❡♣t❡♥tr✐♦ ❆st❘①✸ ❍❉❈ r❡❝❡✐✈❡r
❛t ❛ r❛t❡ ♦❢ ✶✵ ❍③✳ ❚❤❡ ♥❛✈✐❣❛t✐♦♥ ✜❧t❡r ✐s ✐♠✲
♣❧❡♠❡♥t❡❞ ♦♥ ❛ ✾✵✵ ▼❍③ s✐♥❣❧❡ ❝♦r❡ ❘❛♣✐❞
❈♦♥tr♦❧ Pr♦t♦t②♣✐♥❣ ✭❘❈P✮ ✉♥✐t✱ ❝❛❧❧❡❞ ▼✐✲
❝r♦❆✉t♦❇♦① ❢r♦♠ t❤❡ ♠❛♥✉❢❛❝t✉r❡ ❞❙P❆❈❊✳
❚❤❡ ❝♦♠♠✉♥✐❝❛t✐♦♥ ❜❡t✇❡❡♥ t❤❡ r❡❝❡✐✈❡r ❛♥❞
t❤❡ ❘❈P ✉♥✐t ✐s ❛❝❤✐❡✈❡❞ ✈✐❛ s❡r✐❛❧ ✐♥t❡r✲
❢❛❝❡✳ ❚❤❡ r❡❝❡✐✈❡r ♣r♦✈✐❞❡s ❛ ♣✉❧s❡ ♣❡r s❡❝✲
♦♥❞ ✭PP❙✮✳ ❯s✐♥❣ t❤❡ PP❙✱ t❤❡ ❝♦♠♠✉♥✐❝❛✲
t✐♦♥ ❛♥❞ ♣r♦❝❡ss✐♥❣ ❞❡❧❛②s ♦❢ t❤❡ r❡❝❡✐✈❡r ❛r❡
❝♦♠♣❡♥s❛t❡❞ ✭s❡❡ ❬✻❪✮✳ ❆❧❧ t❤❡ ●◆❙❙ ❛♥❞ ■▼❯
♠❡❛s✉r❡♠❡♥ts ❛r❡ r❡❝♦r❞❡❞ ❛♥❞ t❤❡ t❡st s❝❡✲
♥❛r✐♦ ✇✐t❤ ❘❙■❱■❆ ✐s r❡♣r♦❞✉❝❡❞ ✐♥ ❛ ♣♦st✲
♣r♦❝❡ss✐♥❣ ❡♥✈✐r♦♥♠❡♥t✳

❊①♣❡r✐♠❡♥t❛❧ ❘❡s✉❧ts

❋✐❣✉r❡ ✶ s❤♦✇s t❤❡ ✜rst ❡①♣❡r✐♠❡♥t❛❧ r❡s✉❧ts ♦❢
t❤❡ ❢❛✉❧t ✐❞❡♥t✐✜❝❛t✐♦♥ ♦❢ ♠✉❧t✐✲❢❛✉❧ts ✐♥ ●◆❙❙
♠❡❛s✉r❡♠❡♥ts✳ ■♥ ❋✐❣✉r❡ ✶✱ t❤❡ ❧❛❜❡❧ ♦❢ ②✲❛①✐s
s❤♦✇s ❛❧❧ s❛t❡❧❧✐t❡s t❤❛t ❛r❡ s✐♠✉❧❛t❡❞ ✐♥ t❤✐s
t❡st✱ ✇❤❡r❡ ✬●✬ st❛♥❞s ❢♦r ●P❙ ❛♥❞ ✬❊✬ ❢♦r
●❛❧✐❧❡♦ s❛t❡❧❧✐t❡s✳ ■♥ t♦t❛❧✱ s❡✈❡♥ ●P❙ ▲✶✴▲✷
s❛t❡❧❧✐t❡s ❛♥❞ s❡✈❡♥ ●❛❧✐❧❡♦ ❊✶✴❊✺❛ s❛t❡❧❧✐t❡s
❛r❡ s✐♠✉❧❛t❡❞✳ ■♥ t❤✐s ✜❣✉r❡✱ t❤❡ ❜❧❛❝❦ ♣❛rts
♦❢ t❤❡ ❧✐♥❡s s❤♦✇ t❤❡ ❡♣♦❝❤s✱ ✇❤❡♥ ❛ s❛t❡❧❧✐t❡
✐s ❛✈❛✐❧❛❜❧❡ ❢♦r t❤❡ ❘❙■❱■❆✱ ♦t❤❡r✇✐s❡✱ ✐t ✐s ✐♥
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❣r❛②✳ ❙❛t❡❧❧✐t❡ ❊✷✵ ✐s s✐♠✉❧❛t❡❞ ❞✉r✐♥❣ t❤❡ ❡♥✲
t✐r❡ t❡st✱ ❜✉t ❜❧♦❝❦❡❞ ❜② t❤❡ ♥❛✈✐❣❛t✐♦♥ ✜❧t❡r
❜❡❝❛✉s❡ ♦❢ ✐ts ❧♦✇ ❡❧❡✈❛t✐♦♥ ❛♥❣❧❡✳ ❚❤❡ ❛r❡❛
❜❡t✇❡❡♥ t❤❡ t✇♦ ♦r❛♥❣❡ ❞❛s❤❡❞ ❧✐♥❡s s❤♦✇s
✇❤❡♥ t❤❡ ❢❡❛r❡❞ ❡✈❡♥ts ♦❝❝✉rs✳ ❆s r❡❝♦r❞❡❞✱
s✐① ♦❢ t❤❡ ✶✹ s✐♠✉❧❛t❡❞ s❛t❡❧❧✐t❡s ❤❛✈❡ ♣s❡✉❞♦✲
r❛♥❣❡ ❡rr♦rs ✇✐t❤ ❛ ❝♦♥st❛♥t ❛♠♣❧✐t✉❞❡ ♦❢ ✺✵
♠❡t❡rs✳ ❆t t❤❡ ❜❡❣✐♥♥✐♥❣ ♦❢ t❤❡ ❢❡❛r❡❞ ❡✈❡♥ts
❛♥❞ s❤♦rt❧② ❛❢t❡r t❤❡ ❢❡❛r❡❞ ❡✈❡♥ts✱ ✇❤❡♥ t❤❡
r❡❝❡✐✈❡r ♦❜s❡r✈❡❞ ❛ r❛♣✐❞ ❝❤❛♥❣❡ ✐♥ t❤❡ ♣s❡✉✲
❞♦r❛♥❣❡s✱ ✐t st♦♣s tr❛♥s♠✐tt✐♥❣ t❤♦s❡ s✉s♣✐✲
❝✐♦✉s s✐❣♥❛❧s✳ ❆s ❛ r❡s✉❧t✱ t❤❡ r❡❝♦r❞❡❞ ❢❡❛r❡❞
❡✈❡♥ts ❛r❡ ✐❞❡♥t✐✜❡❞ ❝♦rr❡❝t❧② ✉s✐♥❣ ❘❙■❱■❆✱
✇❤✐❝❤ ✐s s❤♦✇❡❞ ✐♥ ❣r❡❡♥✳ ■♥ t❤✐s ❡①♣❡r✐♠❡♥t✱
♠✐ss❡❞ ❞❡t❡❝t✐♦♥ ♦r ❢❛❧s❡ ✐❞❡♥t✐✜❝❛t✐♦♥ ❞♦❡s
♥♦t ♦❝❝✉r✱ ✇✐t❤ ❛ ♣r♦♣❡r ❝❤♦✐❝❡ ♦❢ t❤❡ ♠❛①✲
✐♠✉♠ ❛❝❝❡♣t❛❜❧❡ s✐③❡ ♦❢ s✉❜✲♣❛✈✐♥❣s✱ ✇❤✐❝❤ ✐s
✺ ♠❡t❡rs✳

❈♦♥❝❧✉s✐♦♥

❚❤❡ ♣r❡s❡♥t ✇♦r❦ ❛♣♣❧✐❡s ❘❙■❱■❆ ✐♥ ❛ ●◆❙❙✲
❜❛s❡❞ ♥❛✈✐❣❛t✐♦♥ s②st❡♠ ❢♦r t❤❡ ❢❛✉❧t ❞❡t❡❝✲
t✐♦♥ ❛♥❞ ✐❞❡♥t✐✜❝❛t✐♦♥✱ ✇❤✐❝❤ ❝♦♥❝❡♥tr❛t❡s ♦♥
❛ ♠♦r❡ r❡❧✐❛❜❧❡ ✐❞❡♥t✐✜❝❛t✐♦♥ ♦❢ ♠✉❧t✐✲❢❛✉❧ts ✐♥
●◆❙❙ s✐❣♥❛❧s✳ ❚❤❡ ❛♣♣r♦❛❝❤ ✇❛s ✈❛❧✐❞❛t❡❞ ✐♥
❛ t❡st ❝❛♠♣❛✐❣♥ ✇✐t❤ ❛ ●◆❙❙ s✐♠✉❧❛t♦r✳ ❚❤❡
r❡s✉❧t s❤♦✇s t❤❛t✱ ❛❧❧ s✐① s❛t❡❧❧✐t❡s ✇✐t❤ ❢❡❛r❡❞
❡✈❡♥ts ✇❛s s✉❝❝❡ss❢✉❧❧② ✐❞❡♥t✐✜❡❞ ❜② ❘❙■❱■❆✱
✇❤✐❝❤ ♠❛❦❡s ✐t ❛ ♣r♦♠✐s✐♥❣ ❛❧t❡r♥❛t✐✈❡ ❢♦r
❝♦♥✈❡♥t✐♦♥❛❧ ✐♥t❡❣r✐t② ♠❡t❤♦❞s ❧✐❦❡ ❘❆■▼✳

❚❤❡ ♣r❡s❡♥t ❡①t❡♥❞❡❞ ❛❜str❛❝t ♦♥❧② ♣r♦✲
✈✐❞❡s t❤❡ ✜rst r❡s✉❧ts ♦❢ t❤❡ ♦♥✲❣♦✐♥❣ ✇♦r❦✱
✇❤✐❝❤ ❝♦♥❝❡♥tr❛t❡s ♦♥ ❝♦♠♣❛r✐♥❣ ❘❙■❱■❆
✇✐t❤ ❝♦♥✈❡♥t✐♦♥❛❧ ❘❆■▼ ❛♥❞ r❡s❡❛r❝❤ ❛ ❝♦♥✲
❝❡♣t t♦ ❝♦♠❜✐♥❡ t❤❡♠ ❜♦t❤✳

❆❦♥♦✇❧❡❞❣❡♠❡♥t

❚❤❡ ❥♦✐♥t r❡s❡❛r❝❤ ♣r♦❥❡❝t ●❆▲■▲❊❖♥❛✉t✐❝
✷ ✐s s✉♣♣♦rt❡❞ ❜② t❤❡ ●❡r♠❛♥ ❋❡❞❡r❛❧ ▼✐♥✲
✐str② ❢♦r ❊❝♦♥♦♠✐❝ ❆✛❛✐rs ❛♥❞ ❊♥❡r❣② ✭❣r❛♥t
✺✵◆❆✶✽✵✽✮✳ ❇❛s✐s ❢♦r t❤❡ s✉♣♣♦rt ✐s ❛ ❞❡❝✐s✐♦♥
❜② t❤❡ ●❡r♠❛♥ ❇✉♥❞❡st❛❣✳

❘❡❢❡r❡♥❝❡s

❬✶❪ ❊✉r♦♣❡❛♥ ●◆❙❙ ❆❣❡♥❝②✱ ●◆❙❙ ♠❛r❦❡t

r❡♣♦rt✳ ✷✵✶✼✳

❬✷❪ ❙✳ ▲✐✉✱ ❏✳✲❏✳ ●❡❤rt✱ ❉✳ ❆❜❡❧✱ ❛♥❞
❘✳ ❩✇❡✐❣❡❧✱ ✏❉✉❛❧✲❝♦♥st❡❧❧❛t✐♦♥ ❛✐❞❡❞ ❤✐❣❤
✐♥t❡❣r✐t② ❛♥❞ ❤✐❣❤ ❛❝❝✉r❛❝② ♥❛✈✐❣❛t✐♦♥ ✜❧✲
t❡r ❢♦r ♠❛r✐t✐♠❡ ❛♣♣❧✐❝❛t✐♦♥s✱✑ Pr♦❝❡❡❞✐♥❣
♦❢ t❤❡ ✷✵✶✾ ■♥t❡r♥❛t✐♦♥❛❧ ❚❡❝❤♥✐❝❛❧ ▼❡❡t✲

✐♥❣ ♦❢ ❚❤❡ ■♥st✐t✉t❡ ♦❢ ◆❛✈✐❣❛t✐♦♥ ✭■❖◆

■❚▼✮✱ ♣♣✳ ✼✻✷✕✼✼✹✱ ✷✵✶✾✳

❬✸❪ ▲✳ ❏❛✉❧✐♥✱ ▼✳ ❑✐❡✛❡r✱ ❖✳ ❉✐❞r✐t✱ ❛♥❞
❊✳ ❲❛❧t❡r✱ ❆♣♣❧✐❡❞ ■♥t❡r✈❛❧ ❆♥❛❧②s✐s✳
❙♣r✐♥❣❡r✱ ✷✵✵✶✳

❬✹❪ ▲✳ ❏❛✉❧✐♥✱ ▼✳ ❑✐❡✛❡r✱ ❊✳ ❲❛❧t❡r✱ ❛♥❞
❉✳ ▼❡✐③❡❧✱ ✏●✉❛r❛♥t❡❡❞ r♦❜✉st ♥♦♥❧✐♥❡❛r
❡st✐♠❛t✐♦♥ ✇✐t❤ ❛♣♣❧✐❝❛t✐♦♥ t♦ r♦❜♦t ❧♦❝❛❧✲
✐③❛t✐♦♥✱✑ ■❊❊❊ ❚r❛♥s❛❝t✐♦♥s ♦♥ ❙②st❡♠s✱

▼❛♥ ❛♥❞ ❈②❜❡r♥❡t✐❝s✱ P❛rt ❈ ✭❆♣♣❧✐❝❛✲

t✐♦♥s ❛♥❞ ❘❡✈✐❡✇s✮✱ ✈♦❧✳ ✸✷✱ ♥♦✳ ✹✱ ♣♣✳ ✸✼✹✕
✸✽✶✱ ✷✵✵✷✳

❬✺❪ ❱✳ ❉r❡✈❡❧❧❡ ❛♥❞ P✳ ❇♦♥♥✐❢❛✐t✱ ✏❆ s❡t✲
♠❡♠❜❡rs❤✐♣ ❛♣♣r♦❛❝❤ ❢♦r ❤✐❣❤ ✐♥t❡❣r✐t②
❤❡✐❣❤t✲❛✐❞❡❞ s❛t❡❧❧✐t❡ ♣♦s✐t✐♦♥✐♥❣✱✑ ❏✳ ♦❢

●P❙ ❙♦❧✉t✐♦♥s✱ ✈♦❧✳ ✶✺✱ ♥♦✳ ✹✱ ♣♣✳ ✸✺✼✕✸✻✽✱
✷✵✶✶✳

❬✻❪ ❏✳✲❏✳ ●❡❤rt✱ ❘✳ ❩✇❡✐❣❡❧✱ ❚✳ ❑♦♥r❛❞✱ ❛♥❞
❉✳ ❆❜❡❧✱ ✏❉✈❧✲❛✐❞❡❞ ♥❛✈✐❣❛t✐♦♥ ✜❧t❡r ❢♦r
♠❛r✐t✐♠❡ ❛♣♣❧✐❝❛t✐♦♥s✱✑ ✶✶t❤ ■❋❆❈ ❈♦♥✲

❢❡r❡♥❝❡ ♦♥ ❈♦♥tr♦❧ ❆♣♣❧✐❝❛t✐♦♥s ✐♥ ▼❛✲

r✐♥❡ ❙②st❡♠s✱ ❘♦❜♦t✐❝s ❛♥❞ ❱❡❤✐❝❧❡s ✭■❋❆❈

❈❆▼❙ ✷✵✶✽✮✱ ♣♣✳ ✹✶✽✕✹✷✸✱ ✷✵✶✽✳
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■♥t❡r✈❛❧ ❜❛s❡❞ ❋❛✉❧t ❉❡t❡❝t✐♦♥ ❛♥❞ ❊①❝❧✉s✐♦♥ ❢♦r ●◆❙❙

❍❛♥✐ ❉❜♦✉❦∗✶ ❛♥❞ ❙t❡✛❡♥ ❙❝❤ö♥✷

✶✱✷■♥st✐t✉t ❢ür ❊r❞♠❡ss✉♥❣✱ ▲❡✐❜♥✐③ ❯♥✐✈❡rs✐tät ❍❛♥♥♦✈❡r✱

❞❜♦✉❦✱s❝❤♦❡♥❅✐❢❡✳✉♥✐✲❤❛♥♥♦✈❡r✳❞❡

❑❡②✇♦r❞s✿ ■♥t❡r✈❛❧s❀ ❩♦♥♦t♦♣❡❀ P♦❧②t♦♣❡❀
●◆❙❙

■♥tr♦❞✉❝t✐♦♥

●✉❛r❛♥t❡❡❞ ♣r♦t❡❝t✐♦♥ ❧❡✈❡❧s ♦❢ t❤❡ ●❧♦❜❛❧
◆❛✈✐❣❛t✐♦♥ ❙❛t❡❧❧✐t❡ ❙②st❡♠ ✭●◆❙❙✮ ❛r❡ ♦❢
❣r❡❛t ✐♠♣♦rt❛♥❝❡✱ ❡s♣❡❝✐❛❧❧② ❢♦r t❤❡ s❛❢❡t②
❝r✐t✐❝❛❧ ❛♣♣❧✐❝❛t✐♦♥ s✉❝❤ ❛s✿ ❧❛♥❞✐♥❣ ❛♣♣r♦❛❝❤
❛♥❞ ♥❛✈✐❣❛t✐♦♥ ♦❢ ❛✉t♦♥♦♠♦✉s ✈❡❤✐❝❧❡s✳ ■♥
♦r❞❡r t♦ ❣✉❛r❛♥t❡❡ t❤❡ ❝♦♠♣✉t❡❞ ♣r♦t❡❝t✐♦♥
❧❡✈❡❧s✱ r❡❧✐❛❜❧❡ ♦✉t❧✐❡r ❞❡t❡❝t✐♦♥ ❛♥❞ ❡①❝❧✉s✐♦♥
❛❧❣♦r✐t❤♠s ♠✉st ❜❡ ❛♣♣❧②✳ ■♥ t❤❡ ♣❛st ✸✵
②❡❛rs✱ ❞✐✛❡r❡♥t ❛❧❣♦r✐t❤♠s ❤❛✈❡ ❜❡❡♥ ✐♥✈❡st✐✲
❣❛t❡❞ ❜❛s❡❞ ♦♥ st❛t✐st✐❝❛❧ ❤②♣♦t❤❡s✐s t❡st✐♥❣✳
❚❤❛♥❦s t♦ t❤❡✐r ♦✉t✲♣❡r❢♦r♠❛♥❝❡✱ t❤❡ r❡s✐❞✲
✉❛❧ ❜❛s❡❞ t❡st st❛t✐st✐❝s ❛♥❞ t❤❡ s♦❧✉t✐♦♥ s❡♣✲
❛r❛t✐♦♥ ❤❛✈❡ ❣❛✐♥❡❞ ♠♦st ✐♥t❡r❡st ❝♦♠♣❛r❡❞
t♦ ♦t❤❡r ❛❧❣♦r✐t❤♠s✳ ❍♦✇❡✈❡r✱ st❛t✐st✐❝✲❜❛s❡❞
❢❛✉❧t ❞❡t❡❝t✐♦♥ ❛♥❞ ❡①❝❧✉s✐♦♥ ❛❧❣♦r✐t❤♠s ❞♦
♥♦t ❣✉❛r❛♥t❡❡ ❛ s❛❢❡ ♥❛✈✐❣❛t✐♦♥ ✇❤❡♥ t❤❡ ✉♥✲
❞❡r❧②✐♥❣ ❛ss✉♠♣t✐♦♥s ♦♥ ❡rr♦r ♣r♦❜❛❜✐❧✐t② ❞❡♥✲
s✐t② ❢✉♥❝t✐♦♥s ♠❛② ♥♦t ❜❡ ❢✉❧✜❧❧❡❞✳ ■♥ ❛❞❞✐✲
t✐♦♥✱ ✐♥t❡r✈❛❧✲❜❛s❡❞ ❢❛✉❧t ❞❡t❡❝t✐♦♥ t❡❝❤♥✐q✉❡s
❤❛✈❡ ❜❡❡♥ ✐♥✈❡st✐❣❛t❡❞ ✐♥ ❧✐t❡r❛t✉r❡ ❡✳❣✿ q✲
r❡❧❛① ✐♥t❡rs❡❝t✐♦♥✳ ❚❤✐s t❡❝❤♥✐q✉❡ ❣✉❛r❛♥t❡❡s
t❤❡ ♣r♦t❡❝t✐♦♥ ❧❡✈❡❧ ❜✉t ✐t s✉✛❡rs ❢r♦♠ ❧♦✇ ❛❝✲
❝✉r❛❝② ✐♥ t❤❡ ♠✉❧t✐♣❧❡ ❢❛✉❧t s✐t✉❛t✐♦♥✳
■♥ t❤✐s ✇♦r❦✱ ✇❡ ♣r♦♣♦s❡ ❛ ❢❛✉❧t ❞❡t❡❝t✐♦♥

❛♥❞ ❡①❝❧✉s✐♦♥ t❡❝❤♥✐q✉❡ ❜❛s❡❞ ♦♥ ❞❡t❡r♠✐♥✲
✐st✐❝ ♦❜s❡r✈❛t✐♦♥ ✐♥t❡r✈❛❧s✳ ❚❤❡ ✐♥❝♦♥s✐st❡♥❝②
♦❢ t❤❡ ♣♦s✐t✐♦♥✐♥❣ ♣r♦❜❧❡♠ ✐s ✐♥❞✐❝❛t❡❞ ❜② t❤❡
s✐③❡ ♦❢ t❤❡ ♣♦❧②t♦♣❡ ♦❜t❛✐♥❡❞ ❢r♦♠ t❤❡ ✐♥t❡r✲
s❡❝t✐♦♥ ♦❢ t❤❡ ♦❜s❡r✈❛t✐♦♥ ✐♥t❡r✈❛❧s✳ ❋♦r t❤❡
♦♣t✐♠❛❧ ❝❛s❡ ♦❢ ♥♦ ♦❜s❡r✈❛t✐♦♥ ♥♦✐s❡ ❛♥❞ ♥♦
♦✉t❧✐❡rs✱ t❤❡ ♣♦❧②t♦♣❡ ✐s ❛ ③♦♥♦t♦♣❡✳ ❚❤✉s✱
✇❡ ✇✐❧❧ ✉s❡ t❤❡ ♥♦r♠❛❧✐③❡❞ r❡❧❛t✐✈❡ ✈♦❧✉♠❡ ❜❡✲
t✇❡❡♥ ❛ ♥♦♠✐♥❛❧ ♣♦❧②t♦♣❡ ✭③♦♥♦t♦♣❡✮ ❛♥❞ t❤❡

∗❈♦rr❡s♣♦♥❞✐♥❣ ❛✉t❤♦r✳

❛❝t✉❛❧ ♥♦♥✲r❡❣✉❧❛r ♣♦❧②t♦♣❡ ❛s ✐♥❞✐❝❛t♦r t♦ ❞❡✲
r✐✈❡ ❛♥ ♦✉t❧✐❡r ❞❡t❡❝t✐♦♥✳

❚❤❡ ♦❜s❡r✈❛t✐♦♥ ✐♥t❡r✈❛❧s ❛r❡ ❞❡t❡r♠✐♥❡❞
❢r♦♠ s❡♥s✐t✐✈✐t② ❛♥❛❧②s✐s ♦❢ t❤❡ ❝♦rr❡❝t✐♦♥
♠♦❞❡❧s ❛♥❞ t❤❡ ❡①♣❡rt ❦♥♦✇❧❡❞❣❡ ♦❢ t❤❡ s✐③❡
♦❢ r❡♠❛✐♥✐♥❣ ❡rr♦rs✳ ❆♣♣❧②✐♥❣ t❤❡ ✐♥t❡r✈❛❧
❜♦✉♥❞s ♦♥ ❜♦t❤ ❞✐r❡❝t✐♦♥ ♦❢ t❤❡ ♦❜s❡r✈❛t✐♦♥
tr❛♥s❢♦r♠s t❤❡ ♥❛✈✐❣❛t✐♦♥ ♣r♦❜❧❡♠ ❢r♦♠ ❛ s✐♥✲
❣❧❡ ♣♦✐♥t ♣♦s✐t✐♦♥ t♦ ❛ s♦❧✉t✐♦♥ s❡t r❡♣r❡s❡♥t❡❞
❜② ♥♦♥✲r❡❣✉❧❛r ♣♦❧②t♦♣❡✳ ■❢ t❤❡ ♦❜s❡r✈❛t✐♦♥
✐♥t❡r✈❛❧s ❝♦♥t❛✐♥ t❤❡ ❛❝t✉❛❧ ♦❜s❡r✈❛t✐♦♥s✱ t❤❡♥
t❤❡ s♦❧✉t✐♦♥ s❡t ❣✉❛r❛♥t❡❡s t♦ ❝♦♥t❛✐♥ t❤❡ tr✉❡
♣♦s✐t✐♦♥✳ ■❢ ❜✐❛s❡s ♦❝❝✉r ❢♦r s♦♠❡ ♦❜s❡r✈❛✲
t✐♦♥s✱ ❞✐✛❡r❡♥t s✐t✉❛t✐♦♥s ❝❛♥ ❤❛♣♣❡♥✳ ❋♦r
❧❛r❣❡ ❜✐❛s❡s✱ t❤❡ s♦❧✉t✐♦♥ s❡t ✐s ❡♠♣t② ✇❤✐❝❤
✐♥❞✐❝❛t❡s t❤❡ ❜✐❛s ❛♥❞ ❝❛♥ s❡r✈❡ ❛s ❞❡t❡❝t✐♦♥
❝r✐t❡r✐❛✳ ❲❤❡♥ s♠❛❧❧ ❜✐❛s❡s ♦❝❝✉r✱ t❤❡ s♦❧✉t✐♦♥
s❡t ✐s ♥♦t ❣✉❛r❛♥t❡❡❞ ❛♥❞ ❛❧s♦ ♥♦t ❡♠♣t②✳ ■♥
♦r❞❡r t♦ ❞❡t❡❝t t❤♦s❡ t②♣❡ ♦❢ ❜✐❛s❡s✱ ❛ t❤r❡s❤✲
♦❧❞ ✐s ♣r♦♣♦s❡❞ ❛♥❞ ❛♣♣❧✐❡❞ ♦♥ t❤❡ r❡❧❛t✐✈❡ ✈♦❧✲
✉♠❡ ✇❤✐❝❤ ✐♥❞✐❝❛t❡ t❤❡ ❧❡✈❡❧ ♦❢ ✐♥❝♦♥s✐st❡♥❝②
❜❡t✇❡❡♥ t❤❡ ✐♥t❡r✈❛❧s ❛♥❞ t❤❡ ❛❝t✉❛❧ ♦❜s❡r✈❛✲
t✐♦♥s✳ ▼♦♥t❡ ❈❛r❧♦ s✐♠✉❧❛t✐♦♥s ❛r❡ ♣❡r❢♦r♠❡❞
♦♥ ❞✐✛❡r❡♥t ●◆❙❙ ♣♦s✐t✐♦♥✐♥❣ s❝❡♥❛r✐♦s ❢♦r ❛
❜❡tt❡r ✉♥❞❡rst❛♥❞✐♥❣ ♦❢ t❤❡ ✐♥❝♦♥s✐st❡♥❝② ❜❡✲
❤❛✈✐♦r✳

▼❡t❤♦❞♦❧♦❣②

❚❤❡ ♥♦♥✲❧✐♥❡❛r ●◆❙❙ ♥❛✈✐❣❛t✐♦♥ ❡q✉❛t✐♦♥ ❊q✳
✭✶✮✱ ✐s ❧✐♥❡❛r✐③❡❞ ✈✐❛ ❚❛②❧♦r ❡①♣❛♥s✐♦♥ ❛t ❛♥
❛♣♣r♦①✐♠❛t❡ ✐♥✐t✐❛❧ ♣♦s✐t✐♦♥✳ ❆s ❛ r❡s✉❧t✱ ✇❡
❣❡t t❤❡ s②st❡♠ ♦❢ ❡q✉❛t✐♦♥s r❡♣r❡s❡♥t❡❞ ✐♥ ❊q✳
✭✷✮✳ ❚❤❡♥ ❛♣♣❧②✐♥❣ t❤❡ ✐♥t❡r✈❛❧ ❜♦✉♥❞s ♦♥
t❤❡ ♦❜s❡r✈❡❞ ♠✐♥✉s ❝♦♠♣✉t❡❞ ✈❛❧✉❡s✱ ✇❡ ❣❡t
❛ s②st❡♠ ♦❢ ✐♥❡q✉❛❧✐t✐❡s ❊q✳ ✭✸✮ ✇❤✐❝❤ ❝❛♥ ❜❡
✐♥t❡♣r❡t❡❞ ❛s ❛ ❤②♣❡r♣❧❛♥ r❡♣r❡s❡♥t❛t✐♦♥ ♦❢ ❛
♣♦❧②t♦♣❡✳
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l =
√
(xsv − xu)2 + (ysv − yu)2 + (zsv − zu)2

+ c · (dtu − dtsv) ✭✶✮

Adx̂ = dl ✭✷✮

dl−∆ ≤ Adx̂ ≤ dl+∆ ✭✸✮

✇❤❡r❡ s✈ ✐♥❞✐❝❛t❡s t❤❡ s♣❛❝❡ ✈❡❤✐❝❧❡ ❛♥❞ ✉ t❤❡
✉s❡r✱ l ✐s t❤❡ ♣s❡✉❞♦r❛♥❣❡ ♠❡❛s✉r❡♠❡♥ts✱ cdtu
❛♥❞ cdtsv t❤❡ r❡❝❡✐✈❡r ❛♥❞ s❛t❡❧❧✐t❡ ❝❧♦❝❦ ♦✛s❡t✱
r❡s♣❡❝t✐✈❡❧②✱ ❆ t❤❡ ❞❡s✐❣♥ ♠❛tr✐①✱ dx̂ t❤❡ ❡s✲
t✐♠❛t❡❞ st❛t❡ ✈❡❝t♦r✱ ❛♥❞ ∆ t❤❡ ✐♥t❡r✈❛❧ ❡rr♦r
❜♦✉♥❞ ♦❢ t❤❡ ♦❜s❡r✈❛t✐♦♥s✳ ❚❤❡♥ ❛ ♣r✐♠❛❧ ❞✉❛❧
♣♦❧②t♦♣❡ ❛❧❣♦r✐t❤♠ ✐s ✉s❡❞ t♦ tr❛♥s❢♦r♠ t❤❡
❤②♣❡r♣❧❛♥❡ r❡♣r❡s❡♥t❛t✐♦♥ ✐♥t♦ ❛ ✈❡rt❡① r❡♣r❡✲
s❡♥t❛t✐♦♥ ♦❢ t❤❡ ♣♦❧②t♦♣❡✳
❚❤❡ s❤❛♣❡✱ ✈♦❧✉♠❡ ❛♥❞ ♣♦s✐t✐♦♥ ♦❢ t❤❡ ♣♦❧②✲

t♦♣❡ ❞❡♣❡♥❞ ♦♥ t❤❡ ♦❜s❡r✈❛t✐♦♥ ❡rr♦rs✱ ✐♥t❡r✲
✈❛❧ ❜♦✉♥❞s✱ ❛♥❞ s❛t❡❧❧✐t❡s ❣❡♦♠❡tr②✳ ❆s t❤❡
♦❜s❡r✈❛t✐♦♥ ❡rr♦rs ✐♥❝r❡❛s❡✱ t❤❡ ✈♦❧✉♠❡ ♦❢ t❤❡
♣♦❧②t♦♣❡ ❞❡❝r❡❛s❡s t✐❧❧ ✐t ❜❡❝♦♠❡s ❡♠♣t② ❢♦r
❧❛r❣❡ ♦✉t❧✐❡rs ✐✳❡✿ t❤❡ tr✉❡ ♦❜s❡r✈❛t✐♦♥ ✐s ♦✉t✲
s✐❞❡ t❤❡ ✐♥t❡r✈❛❧ ❜♦✉♥❞s✳ ❚♦ ♠❡❛s✉r❡ t❤✐s ✐♥✲
❝♦♥s✐st❡♥❝② ✐♥ t❤❡ ♦❜s❡r✈❛t✐♦♥s✱ t❤❡ ♥♦♠✐♥❛❧
♣♦❧②t♦♣❡ ✭③♦♥♦t♦♣❡✮ ✐s ❝♦♠♣✉t❡❞ ❛♥❞ ❝♦♠✲
♣❛r❡❞ t♦ t❤❡ r❡❣✉❧❛r ♣♦❧②t♦♣❡✱ ❊q✳ ✭✹✮✳

Inconsistency = Vr =
VZ − VP
VZ

✭✹✮

❘❡s✉❧ts ❛♥❞ ❉✐s❝✉ss✐♦♥

❲❡ ♣❡r❢♦r♠ ❛ ▼♦♥t❡ ❈❛r❧♦ s✐♠✉❧❛t✐♦♥ t♦ ✉♥✲
❞❡rst❛♥❞ t❤❡ ❜❡❤❛✈✐♦r ♦❢ t❤❡ ✐♥❝♦♥s✐st❡♥❝②
♠❡❛s✉r❡s ✐♥ t❡r♠s ♦❢ ❣❡♦♠❡tr②✱ ∆ ❛♥❞ ❜✐❛s❡s✳
❋✐❣✳ ✶ s❤♦✇s t❤❡ r❡s✉❧ts ♦❢ t❤❡ s✐♠✉❧❛t✐♦♥✱
✇❤❡r❡ ✼ ❞✐✛❡r❡♥t s❝❡♥❛r✐♦s ✇✐t❤ ❞✐✛❡r❡♥t ♥✉♠✲
❜❡r ♦❢ s❛t❡❧❧✐t❡s ✐♥ ✈✐❡✇ ❛♥❞ ❣❡♦♠❡tr✐❝❛❧ ❞✐❧✉✲
t✐♦♥ ♦❢ ♣r❡❝✐s✐♦♥ ●❉❖P ✭❚❛❜❧❡ ✶✮ ❤❛✈❡ ❜❡❡♥
❛♥❛❧②③❡❞✳ ✶✵✵✵ ❡♣♦❝❤s ❤❛✈❡ ❜❡❡♥ s✐♠✉❧❛t❡❞
❢♦r ❡❛❝❤ r✉♥✱ ✇❤❡r❡ ❛ r❛♠♣ ❜✐❛s ✐s ✐♥tr♦❞✉❝❡❞
st❛rt✐♥❣ ❢r♦♠ ❡♣♦❝❤ ✶✵✵ ❛♥❞ ❡♥❞✐♥❣ ❛t ❡♣♦❝❤
✺✵✵✳ ❲❡ s✐♠✉❧❛t❡ ●P❙ ❝♦❞❡ ♠❡❛s✉r❡♠❡♥ts
✇✐t❤ ✇❤✐t❡ ♥♦✐s❡ ✭✵✱σ = 1m✮ ❛♥❞ ❛ ❝❧♦❝❦ ❡rr♦r
✇✐t❤ ❧✐♥❡❛r ❞r✐❢t ❛♥❞ ✇❤✐t❡ ♥♦✐s❡ ✭✵✱✶♠✮✳
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❋✐❣✉r❡ ✶✿ ■♥❝♦♥s✐st❡♥❝② ♠❡❛s✉r❡s✿ ❛✳ ❞✐✛❡r❡♥t
s❝❡♥❛r✐♦s✱ ❜✳ ❞✐✛❡r❡♥t ❛♣♣❧✐❡❞ ❡rr♦r ❜♦✉♥❞s✱ ❝
❛♥❞ ❞✳ ❞✐✛❡r❡♥t ❜✐❛s❡❞ ♠❡❛s✉r❡♠❡♥t✳
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mean noise for the sensors. However, prior
to the extrinsic laser-camera calibration, an
intrinsic camera calibration needs to be per-
formed. Here, imperfections leading to biased
intrinsic camera parameters can occur. Sub-
sequently, these parameters are employed to
establish a connection between image pixels
and real world coordinates, resulting in bi-
ased (non-zero-mean) features for the follow-
ing extrinsic calibration. Likewise, the laser
scanner’s distance and angular measurements
can be biased due to an imperfect calibration,
leading to systematic errors for the extracted
plane and line features.

Thus, we propose to assign an unknown
but bounded error to the sensor measurements
and use interval analysis to propagate the er-
ror from input sources to the final calibra-
tion result. On the one hand, this allows us
to model unknown systematic errors for both
sensors. On the other hand, we can immedi-
ately assess the extrinsic calibration accura-
cies by inspecting the corresponding interval
widths. Similar work - although for a differ-
ent application - has been done by Sandretto
et al., who introduce a method to calibrate a
cable-driven robot [4].

Extrinsic Calibration

We extract the same plane and line features
as proposed by Zhou et al. [3], but constrain
the rigid body transformation even further by
computing the checkerboard’s corner points.
Figure 1 shows the general idea. All compu-
tations are performed in a bounded-error con-
text, meaning that we start by modeling the
sensor errors with intervals and extract inter-
val domains for the desired features.

To identify the aforementioned features in
the camera image, we solve the Perspective-n-
Point problem under interval uncertainty [5].
This allows us to establish a connection be-
tween the camera coordinate system and the
checkerboard coordinate system. By taking
advantage of the fact that the dimensions of

the checkerboard are known, we can imme-
diately compute a box enclosing the corner
points and derive the boundary lines as well
as the plane parameters accordingly.

To find the plane parameters in the laser
scan data, we force the corresponding inter-
val boxes on a common plane by employing a
forward-backward contractor in combination
with branching. Subsequently, we find bound-
ary points residing on the checkerboard’s bor-
der and fit a line through them to determine
the boundary lines. Afterwards, a box enclos-
ing the corner points can be computed by in-
tersecting adjacent boundary lines.

In the following, we introduce the variables
required to establish the constraint satisfac-
tion problem (CSP). Generally, a right super-
script C or L indicates that the particular fea-
ture is given in the camera or laser scanner
coordinate system, respectively.

• nL and nC are the unit checkerboard
plane normal vectors.

• dL
i and dC

i are unit direction vectors de-
scribing the same checkerboard boundary
line i ∈ {1, . . . , 4}.

• QL
ij and QC

ik are points on the line i with
j ∈ {1, . . . , Ni} and k ∈ {1, 2}. Ni is
the total number of points on the line i
which we extract from laser scan data. In
contrast, we determine only two points on
every line i for the camera - namely the
two adjacent corner points.

• PL
l are scan points on the checkerboard

with l ∈ {1, . . . , Np}. Np is the total
number of scan points on the plane.

• dC is the distance from the camera coor-
dinate system’s origin to the plane.

• CL
m and CC

m are corresponding checker-
board corner points, m ∈ {1, . . . , 4}.

Finally, we are able to formulate the CSP
that employs the extracted features to con-
strain the rigid body transformation, which
consists of the rotation matrix RC

L and the
translation vector TC

L .

Book of Abstracts - 12th Summer Workshop on Interval methods, Palaiseau, France, July 23-26, 2019

64



x φCL (◦) θCL (◦) ψC
L (◦) xT

C
L (cm) yT

C
L (cm) zT

C
L (cm)

x∗ 90.0 0.0 0.0 −27.0 15.0 −12.0
[x] [89.6, 90.3] [−0.4, 0.3] [−0.1, 0.3] [−28.8,−25.0] [13.1, 16.7] [−13.1,−11.0]

w([x]) 0.7 0.7 0.4 3.8 3.6 2.1

Table 1: Results from simulation. The rotation matrix RC
L is expressed using the three Euler

angles θCL , ψC
L and φCL . Besides, TC

L = (xT
C
L yT

C
L zT

C
L )

⊺. We depict the true transformation
parameters x∗, the computed intervals [x] and the corresponding interval widths w([x]).

Variables:
RC

L ,T
C
L ,n

L,nC ,dL
i ,d

C
i ,

QL
ij ,Q

C
ik,P

L
l , d

C ,CL
m,C

C
m

Constraints:

1. RC
Ln

L = nC

2. RC
Ld

L
i = dC

i

3.
(
I− dC

i

(
dC
i

)⊺) (
RC

LQ
L
ij +TC

L −QC
ik

)
= 0

4. nC ·
(
RC

LP
L
l +TC

L

)
+ dC = 0

5. RC
LC

L
m +TC

L = CC
m

Domains:
[RC

L ], [T
C
L ], [n

L], [nC ], [dL
i ], [d

C
i ],

[QL
ij ], [Q

C
ik], [P

L
l ], [d

C ], [CL
m], [CC

m]

To solve the CSP, we build a forward-
backward contractor for all constraints. In
principle, one corresponding laser scan and
camera image suffices to compute the transfor-
mation. However, by combining the contrac-
tors built from different checkerboard poses,
the accuracy can be increased.

Results

Our results for simulated data show that we
are able to reliably enclose the true transfor-
mation parameters for different transforma-
tions. The results indicate that our method
can cope with outliers by employing a q-
relaxed intersection and performs accurately
for different error intervals. Table 1 depicts
exemplary results.

Moreover, we collected data using a typi-
cal laser scanner and camera setup to demon-
strate the applicability of our approach to real
data. The resulting intervals are consistent

with the parameters computed using the ap-
proach of Zhou et al. [3]. Unlike their method,
however, our approach allows a direct assess-
ment of the accuracy.
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Introduction

In recent years, numerous interval-based simu-
lation techniques have been developed which
allow for a verified computation of outer in-
terval enclosures for the sets of reachable sta-
tes of dynamic systems represented by finite-
dimensional sets of ordinary differential equa-
tions (ODEs). Here, especially the evaluation
of IVPs is of interest, when both the systems’
initial conditions and parameters can only be
defined by finitely large domains, often repre-
sented by interval boxes. Suitable simulation
techniques make use of series expansions of
the solutions of IVPs with respect to time
and (possibly) the uncertain initial conditions
as well as of verified Runge-Kutta techniques.
Solution sets are then typically represented by
means of multi-dimensional intervals, zonoto-
pes, ellipsoids, or Taylor models, cf. [5].

In most of these approaches, variants of the
Picard iteration [1] are involved, which either
determine the sets of possible solutions or at
least worst-case outer enclosures with which
time discretization errors are quantified. An
example for a solution routine based entirely
on this iteration is the exponential enclosure
technique published in [9] and the references
therein. It is applicable to systems with non-
oscillatory and oscillatory behavior if the so-
lution of the IVP of interest shows an asymp-
totically stable behavior. For non-oscillatory

∗Corresponding author.

dynamics, the solution is determined by a real-
valued iteration, while complex-valued inter-
val analysis [7] is employed when eigenvalues
with non-zero imaginary parts arise after a li-
nearization of the state equations.

Although such enclosure techniques are well
studied for IVPs of integer-order ODEs, the
analysis of fractional-order differential equa-
tions (FDEs) has not yet received the same
amount of interest. FDEs can be used effi-
ciently in many engineering applications if the
frequency response of a dynamic system is not
characterized by variations of the amplitudes
that consist of multiples of the slope ±20 dB
per frequency decade. The same holds for
changes of the phase responses which do not
coincide with integer multiples of ±π

2 , cf. [6,8].
In such cases, FDEs (for real-life applicati-
ons often of the so-called Caputo type) can be
used to significantly enhance modeling accu-
racy in comparison with integer-order ODEs.
First extensions of the Picard iteration for
determining interval enclosures to IVPs for
FDEs were published in [4]. Practical applica-
tions where FDEs have significant advantages
over classical ODEs can be found exemplarily
in the field of modeling and state estimation
for battery systems [10].

In the following, a brief summary of an ex-
tension of the exponential enclosure technique
for FDEs published in [9] is given.

Interval Methods for FDEs

Consider the commensurate-order FDE sy-
stem of Caputo type [6, 8]

x(ν)(t) = A (x(t)) · x(t) , x(t) ∈ R
n , (1)
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with 0 < ν < 1, where initial conditions
for x(t) at t = 0 are defined in analogy to
classical IVPs for integer-order ODEs. Then,
for the iteration step κ, (complex-valued) pa-

rameters λ
〈κ〉
i with [Λ]〈κ〉 := diag

{
[λi]

〈κ〉
}

,

i ∈ {1, . . . , n}, are determined in the ansatz

x(t)∈ [xe]
〈κ〉(t) :=Eν,1

(
[Λ]〈κ〉 ·tν

)
·[xe](0), (2)

where Eν,1

(
[Λ]〈κ〉 · tν

)
is a diagonal ma-

trix with the element-wise evaluation of
the Mittag-Leffler function [3] Eα,β(ζ) =
∞∑
i=0

ζi

Γ(αi+β) . According to [9], the parameters

of the enclosures (2) are computed by

[λi]
〈κ+1〉 := aii

(
[xe]

〈κ〉 ([t])
)

+
n∑

j=1

i 6=j

{
aij

(
[xe]

〈κ〉 ([t])
)

·
Eν,1

(
[λj ]

〈κ〉 · [t]ν
)

Eν,1

(
[λi]

〈κ〉 · [t]ν
) · [xe,j ] (0)

[xe,i] (0)

}
.

(3)

In this contribution, simulation results for
verified IVP solutions for FDEs are presented
in comparison with corresponding analytic so-
lutions given, for example, in [2].

Finally, current research directions will be
pointed out together with possible solution
approaches for yet open problems resulting
from the fact that FDE models represent me-
mory effects over infinitely long time horizons.
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Introduction

An interval aims to bound all the values of
an uncertain variable, for example provided
by a measurement device [5]. This approach
is highly effective for every safety, verification
or validation procedures because the intervals
are conservative. The major inconvenience is
that intervals are sometimes too pessimistic.
Otherwise, it is conceivable that a measure
can be associated to guaranteed bounds, an
interval, and also a confidence level coming
from past observations.

A novel contractor is proposed to filter an
interval following a confidence level given on
the associated quantity. This confidence level
is an input of the contractor, the “new” infor-
mation, while the probability distribution of
the considered variable is a characteristic of
the associated random variable.

Combining intervals and a probability has
been already proposed in numerous papers us-
ing techniques such as p-boxes [8], fuzzy sets
[4], box-particles [1] and potential cloud [7].

We are particularly interested in Ordinary
Differential Equations (ODEs) and validated
methods to compute their reachable sets via
validated simulation [6, 3]. In the case of Ini-
tial Value Problems (IVPs) with ODEs, the
initial state is primordial. An uncertain initial

∗Corresponding author.

state is generally bounded in a box. As exper-
imentation, we propose to consider in addition
to this initial box some confidence levels, and
we apply the presented approach. It allows
us to describe the reachable set by a cloud.
This richer result can then be used in different
control problems, parameter synthesis, verifi-
cation, etc.

Preliminaries

When focusing on symmetric distributions
such as the normal distribution, one can de-
fine:

Confidence interval is a set S for which
the probability of the given random vari-
able to be in this set is equal to the given
probability P .

Probability density function is most
commonly associated with absolutely
continuous univariate distributions. A
random variable X has density fX ,
where fX is a non-negative Lebesgue-
integrable function, if:

P = Pr[a ≤ X ≤ b] =

∫ b

a
fX(x) dx.

Confidence level (e.g. CL = 95%) allows
to define the corresponding confidence in-
terval (e.g. C95%). This interval can be
obtained by observation (statistical ap-
proach) or with the help of a known dis-
tribution (probability approach). A new
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Introduction

Small unmanned aerial vehicles (UAVs), are
currently used by firefighters teams for search
and rescue operations, leveraging the use of
thermal imaging and zoom cameras for find-
ing and identifying lost people. The victim is
detected and tracked in the image, but the res-
cue team on the ground needs georeferenced
coordinates to intervene. The classical opera-
tional way is to describe the victims position
relative to surrounding landmarks, and to fly
the drone above the victim to take down its
geographical coordinates (latitude and longi-
tude).

UAVs are equipped with GPS and inertial
navigation systems, which enables to know
their position and orientation in a geograph-
ical reference frame. Assuming that the
onboard camera calibration parameters are
known, it is possible to cast each image mea-
surement into a ray in the real world. Locat-
ing a victim can thus be done either by inter-
secting the rays obtained from two different
views, or by intersecting the ray from a single
observation with the ground surface obtained
from a digital elevation model (DEM).

Interval methods have successfully been
used for vision-based localization [2] or recon-
struction [3], and also for DEM-aided posi-
tioning [1]. Assuming uncertain camera cal-
ibration and drone pose (position and orien-
tation), this work aims to compute a bounding

∗Corresponding author. vincent.drevelle@irisa.fr

Image plane

Opti
cal

 ax
is

Principal point

Figure 1: Pinhole camera model

domain of the possible position of a victim lo-
calized in the drone image. Localization from
a single measurement is enabled by using a
DEM, whose accuracy is also taken into ac-
count.

Camera measurement

Image observations are described by the pin-
hole camera model (Fig. 1). A point in the im-
age plane corresponds to a ray in the world.
The camera ray uncertainty can be divided
into two components: origin and direction.

A first source of ray direction error is ex-
pressed in the camera image plane (in pix-
els). It is related to pointing/tracking accu-
racy. The camera intrinsic parameters ma-
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trix K (obtained from calibration) enables
to relate the measured image plane coordi-
nates x̄ = (u, v, 1)T to the ray coordinates
x = (x, y, 1)T in the normalized space:

x = K−1x̄, K =









px 0 u0
0 py v0
0 0 1









The second source of ray direction error is
the camera orientation cq in the global frame.
The pitch and roll components of the error are
generally small (a few tenths of a degree if the
camera gimbal is well calibrated and the drone
is not accelerating). The yaw component can
be subject to larger errors (in the order of a
few degrees), since it is estimated by a mag-
netic compass onboard the drone.

The ray origin corresponds to the camera
position cp, measured by the GPS of the UAV.
The width of the position error domain can
vary from several meters if using standalone
GPS, to tenths of centimeters if using differ-
ential techniques (DGPS, RTK).

The constraint from a single image obser-
vation defines a domain corresponding to the
“uncertain direction ray” (cone) originating
from the camera center, and dilated by the
uncertainty box of the GPS position. The set
of 3-D world points wX compatible with the
image observation is given by:

Scamera = {wX | x̄ = KΠ cTw(
cp, cq) wX,

x̄ ∈ ([u], [v])T , cp ∈ [cp], cq ∈ [cq]}

where cTw is the rigid transform from the
world reference frame to the camera frame,
and Π is the perspective projection. The in-
tervals [u], [v] represent bounded-error mea-
surements in the image plane. The boxes [cp]
and [cq] are respectively the position and ori-
entation uncertainty domains of the camera.

Digital elevation model

The digital elevation model provides a useful
additional constraint for locating people, as-
suming they are on the ground. A DEM is

'(0

'(0
D

'(0
YRO

Figure 2: “Thick DEM” construction

classically a regular grid of altitudes. The ac-
curacy of the terrain model has to be taken
into account, since it can greatly vary depend-
ing on the data source. Particularly, DEM
precision tends to be worse in mountain ar-
eas, which is where most of the SAR opera-
tions occur. The DEM precision is described
by two components: altimetric accuracy and
planimetric accuracy.

From the ground surface defined by the
DEM mesh, we define a “thick DEM” as the
domain of the possible locations of the ground
surface, taking accuracy figures into account.
Thickening the DEM is done in two steps
(Fig. 2). Firstly, the punctual altitude mea-
surements are converted to intervals accord-
ingly to altimetric accuracy. This leads to
a first volume DEMa. Then, we compute
the Minkowski sum of the obtained domain
DEMa with a square [±ex;±ey; 0] represent-
ing the planimetric accuracy, to obtain the fi-
nal “thick DEM” DEMvol.

Victim localization

Assuming bounded errors, the DEM and the
image tracking measurements define sets that
are guaranteed to contain the victim’s posi-
tion. A bounding domain of the victim’s posi-
tion can thus be obtained by intersecting the
“thick DEM” with the “uncertain rays” corre-
sponding to each visual observation.
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Introduction

The omni-present availability of sensor-rich
smartphones along with the fact that people
spend 80-90% of their time in indoor environ-
ments has recently boosted an interest around
the so called Internet-based Indoor Navigation
(IIN) [12]. These comprise of indoor mod-
els, such as floor-maps and points-of-interest,
along with Internet of Things (IoT)-based raw
data, such as wireless, light and magnetic sig-
nals, used to localize and track mobile users
and targets.

There is a large variety of localisation meth-
ods that exhibit diverse quality performance
levels regarding precision, accuracy, cost, re-
liability, scalability, energy efficiency and ro-
bustness [1, 9]. One reason behind low per-
formance usually observed in localization ac-
curacy or robustness is the noisy nature of
the IoT raw data used. For instance, the
WiFi received signal strength (RSS), which
is most commonly used by indoor localisa-
tion techniques, is in fact susceptible to mul-
tipath effects and interference, hence shows
high variability over time. These variations
may naturally introduce errors and jolts in re-
constructed locations. To smoothen the loca-
tion estimates and improve consistency, state-
of-the-art localisation techniques work either
with averaged signal data, or rely on more ad-

∗Corresponding author.

vanced probabilistic or Bayesian approaches
[6, 11].

Other approaches use as well hybrid ap-
proaches combining RSSi-fingerprinting with
inertial tracking systems as in [7] where the
WiFi-based and the IMU-based location esti-
mates, along with the associated uncertainties
are provided as inputs to a data fusion mod-
ule that implements the hybridization scheme
by means of a particle filter. In practice how-
ever, the true probability distribution to use
as Likelihood or a priori in the Bayesian meth-
ods are often unknown hence need be approx-
imated using Gauss or uniform distributions.
It is therefore appealing to consider an alter-
native description of the errors and distur-
bances acting on the measurements.

In this note we will report on a preliminary
investigation on alternative methods to deal
with the uncertainty in the measured signals
by working directly with interval data, i.e.
data ranges or data sets computed from the
raw data with no assumption of the probabil-
ity distribution within the interval. We will
discuss a new method for IIN based on inter-
val fingerprinting [10].

Interval fingerprinting

In this section, we discuss ways to ex-
ploit the interval measurements data in Wi-
Fi Radiomap-based indoor localization tech-
niques. We focus on techniques such as the
ones implemented in Anyplace software [12].

Anyplace uses Wi-Fi Radiomap-based in-
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door localization, which stores radio signals
from Wi-Fi APs in a database at a high den-
sity. The localization subsystem of Anyplace
utilizes the following routine:

In an offline phase, a logging application
records the so called Wi-Fi fingerprints, which
comprise of Received Signal Strength (RSS) in-
dicators of Wi-Fi Access Points (APs) at cer-
tain locations (x, y) pin-pointed on a building
floor map (e.g., every few meters).

Subsequently, in a second offline phase, the
Wi-Fi fingerprints are joint into a N ×M ma-
trix, coined the Wi-Fi RadioMap, where N is
the number of unique (x, y) fingerprints and
M the total number of APs.

Finally, in the online phase, a user can com-
pare its currently observed RSS fingerprint
against the RadioMap in order to find the
best match, using known algorithms such as
K-nearest neighbour (KNN) or weighted KNN
(WKNN) [6].

Contrariwise to standard approaches, we
further assume that at each unique location
l, l = 1, ..., N , the range of variation of the
signal intensity is captured, e.g. by sampling
data during short time windows. The Ra-
dioMap (RM) now contains interval finger-
print [~vl] measured at location l. The ac-
tual coordinates of location l may also be sub-
ject to bounded uncertainty, i.e. ~pl ∈ [~pl] =
([xl], [yl]). The thus obtained interval -RM is
stored in a database, where each entry Tl has
the form

Tl = ([~pl]; [~vl]) (1)

Finally, the observed RSS fingerprint during
online phase is taken as an interval vector [~vo].

Classification with interval data

Since both the radiomap data and the signal
measured by the mobile unit are interval data,
we need to extend the WKNN approach to
measure dissimilarities between interval vec-
tors.

This idea is not new. A KNN classification
method using interval data is proposed in [8],

where the method mainly relies on identifying
possible and necessary neighbours using the
partial orders induced by some distance met-
rics computed with intervals. By construc-
tion, the method yields ambiguous decisions.

To the contrary, other authors addressed
the issue using total orders for clustering in-
terval data in [4, 2] and also in the frame-
work of fuzzy sets in [3]. In these works, the
distance metric used for comparing two inter-
val vectors was the Hausdorff distance, asso-
ciated with the Chebyshev metric as it seems
explicit formulas were readily available for on-
line computation. However, when other met-
rics were used, the distance used was not the
most appropriate to interval data. The reason
it seems, is that the authors of these works did
not find explicit formulas for computing the
Hausdorff distance associated with the other
metrics.

Actually, Jahn [5] gives explicit formu-
las that allow online computation of the
Hausdorff distance hp associated with the
Minkowski norms (2)

dp(x, y) =

(
∑

i

|xi − yi|p
)1/p

. (2)

Classical WKNN can then be used to estimate
the location of the mobile unit using the k
nearest neighbours

[~̂po] =

∑k
i=1 [~pi]/di∑k
i=1 1/di

, (3)

where the distance are given by

di = hp([~vl], [~vo]). (4)

Concluding remarks

The preliminary evaluation of our new method
on an actual interval radio map containing N
= 52 interval fingerprints obtained at posi-
tions covered by M = 206 unique AP, shows
that first, it can work directly with interval
data, and second, the estimates it provides are
smoother and more consistent than the ones
provided by state-of-the-art methods.
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Introduction

We present a reliable method to verify the ex-
istence of loops along the uncertain trajectory
of a robot, based on proprioceptive measure-
ments only [1], within a bounded-error con-
text.

The loop closure detection is one of the
key points in Simultaneous Localization And
Mapping (SLAM) methods, especially in ho-
mogeneous environments with difficult scenes
recognitions.

The approach we propose [3] is fast, reli-
able and could be coupled with conventional
SLAM algorithms to reliably reduce their
computing burden, thus improving the local-
ization and mapping processes in the most
challenging environments such as unexplored
underwater extents.

Loops

An example of loop is given in Figure 1, with
a mobile robot that came back at time t2 to a
previous position reached at t1. In this work,
for a given trajectory, a loop is defined tem-
porally as a 2d vector t = (t1, t2)

⊺ such that
f(t) = 0 with

f(t) =

∫ t2

t1

v(τ)dτ,

a function describing robot’s move from t1 to
t2, based on its absolute velocities v(t) ∈ R

2.
∗Corresponding author.

Figure 1: An underwater robot exploring its
environment, before and after performing a
loop. The robot trajectory is projected in blue
on the sea-floor.

Detection vs. verification

A distinction has to be made between the de-
tection and the verification of a loop t. Con-
sidering a set of feasible trajectories, some of
them may cross themselves at some point; this
will lead to a detection. In addition, when
we verify that all the feasible trajectories are
looped, then we can speak about a loop proof
since a loop occurs whatever the considered
uncertainties coming from the sensors. Fig-
ure 2 provides an illustration of this distinc-
tion.

In a reliable context, any feasible trajectory
has to be considered, based on the uncertain-
ties coming from the measurements of v(t).
Tubes are used for this purpose.

The set-membership method we propose
stands on tubes [x](·), see Figure 3, that are
intervals of trajectories x−(·) and x+(·) such
that x−(t) 6 x+(t) ∀t. Most of the classical
mathematics operations we know on intervals
can be extended to tubes. In this work, in-
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Figure 2: Only one loop can be verified in this set of trajectories, while at least two feasible
loops are detected. Indeed, there exist trajectories that loop only once.
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Figure 3: A one-dimensional tube enclosing
an uncertain trajectory.

tegral computations of tubes will allow to ap-
proximate all feasible loops t: so-called loop
sets denoted by T. From tubes, we can com-
pute reliable inclusion functions [f ] of f . Then:

T = {t | 0 ∈ [f ](t)} .

Formally, we want to verify that ∀f ∈
[f ], ∃t ∈ T such that f(t) = 0, which is equiva-
lent to verifying a zero of an unknown function
f ∈ [f ] on T.

Topological degree

For this zero verification, we employ the no-
tion of topological degree that originates in the

field of differential topology. An algorithm ex-
ists [2] to verify a zero of an uncertain function
f : R2 → R

2 known to belong to an inclusion
function [f ] : IR2 → IR

2.
We will show its use as a powerful veri-

fication tool for proving robot loops. This
will be demonstrated on actual datasets from
real missions involving autonomous underwa-
ter vehicles at sea.
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Introduction

In this talk we are interested in tracking the
trajectory of differential systems when the
system is time continuous. Its implementa-
tion can be greatly simplified when the sys-
tem checks the flatness property. The pro-
posed method then makes use of non-linear
model-based predictive control [1] (a control-
law strategy to direct the state of a cyber-
physical system along a given trajectory pre-
dict). BoxRRT [6] is an algorithm based on
RRT (Rapidly exploring Random Tree) Algo-
rithm combined with interval analysis tools
(e.g., guaranteed numerical integration). It
computes an outer approximation of the states
at each time interval k. It takes into account
the model of the studied system and a map of
static obstacles.

NMPC Among the control methods capa-
ble of tracking a reference trajectory, Nonlin-
ear Model Predictive Control (NMPC) is well-
adapted, especially in the presence of con-
straints on state and/or input variables [1].
The aim of NMPC is to determine a sequence
of controls by solving a constrained optimiza-
tion problem at time k over a prediction hori-
zon np.

Differential flatness The idea of differen-
tial flatness was first introduced by Fliess et
al. in 1995 [2]. A system is differentially flat

∗Corresponding author.

if there exists a set of independent variables
(equal in number to the dimension of inputs)
referred to as the flat output such that all
states and inputs of the system can be ex-
pressed in terms of this flat output and a finite
number of its successive time derivative (resp.
advances) for continuous-time (resp. discrete-
time, see [4]) systems.

We consider the class of non-linear contin-
uous systems described by:

ẋ = f(x, u)
y = h(x)

(1)

where x ∈ R
n , u ∈ R

m y ∈ R
p are respec-

tively the state, the input and the output of
the system. The functions f : Rn ×R

m 7→ R
n

and h : Rn 7→ R
p are nonlinear vector func-

tions.

The system is said differentially flat if there
exist a particular output (named flat output)
z ∈ R

m which is a projection on m coordi-
nates of the state x such that the state and
the output of the system can be described us-
ing z and a particular number of its successive
time derivatives:

z = ϕ(x, u, u̇, ...., um)

x = ϕ0(z, ż, ....., z
(r))

u = ϕ1(z, ż, ....., z
(r+1))

ϕ̇ = f(ϕ0, ϕ1)

(2)

with r corresponding to the relative degree of
the system. Then, the knowledge of the value
of z and its successive time derivatives over
time allows to characterize the state and the
output of the system.

In [5], the computation of a guaranteed in-
ner approximation of the set of the admissi-
ble controls using the flatness and NMPC has
been addressed in the case of discrete time sys-
tems. The goal of the presentation is to ex-
tend this result in the case of continuous time
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system.

The method

Thanks to boxRRT, we are able to get a set of
states values for which the system is guaran-
teed to reach a defined goal without colliding
with static obstacles. When the system is flat,
this result can be used to produce a set of val-
ues for the flat output and its time derivative
and then allow to provide a set of admissible
value for the input of the system. Indeed, if we
consider u(t) as piece-wise constant, we have

[ẋk] = f([xk] , uk)

[ẍk] =
∂f

∂x
([xk] , uk). [ẋk]

...

Using Eq. (2), we are then able to produce
a set of controls that can be applied at time k.
A particular control is then applied to the sys-
tem (the midpoint of the characterized input
set for instance).

Experiment

The method is illustrated using the Dubin’s
car model (see [3]) which is given by:

ẋ = u cos θ

ẏ = u sin θ (3)

θ̇ = v

In [3], it has already been shown that this sys-
tem is flat with the flat output z = (x, y) and

u =
√
ẋ2 + ẏ2 (4)

v =
ÿẋ− ẍẏ

ẋ2 + ẏ2
(5)

All the system variables x, y, θ, u, v are thus
expressed as function of x, y, ẋ, ẏ, ẍ, ÿ. Using
boxRRT, we are able to provide a set of tra-
jectories avoiding any obstacles and reaching
a given goal (see Figure 1). This result is
then used to define a control synthesis using
NMPC.

Figure 1: Example of result (in the phase
space) of the boxRRT algorithm (red: ob-
stacles; blue: goal; green: candidates paths;
black: solution).
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Introduction

Optimal control of aerospace systems is per-
formed by modelling the considered system
by dynamics depending on multiple uncertain
parameters (for example, aerodynamic coeffi-
cients and maximal thrust). Usually, the op-
timal control problem is solved for the nomi-
nal values of these parameters and the robust-
ness of the solution is demonstrated by dis-
persing the parameters around nominal values
with Monte Carlo simulations. In addition to
parameter uncertainties, the problem-solving
method often introduces numerical approxi-
mation (for example the numerical solver of
the ordinary differential equation represent-
ing the dynamics of the system or the opti-
mization algorithm solving the optimal con-
trol problem).

Interval Arithmetics has shown its ability
to address several control problems, providing
validated solutions while dealing with method
uncertainties (numerical approximations) as
well as with model uncertainties (unknown pa-
rameters). The Pontryagin Maximum Prin-
ciple [3] (PMP) provides necessary optimal-
ity conditions for the resolution of optimal
control problems by transforming an optimal

∗Corresponding author.

control problem into a zero-finding problem :
the dynamics of the system is extended with
a co-state and necessary conditions are given
by the PMP on that co-state, and the initial
value of the co-state vector is the unknown to
be found by the zero-finding algorithm. This
method has proven its efficiency and its pre-
cision compared to direct methods [3], but its
convergence depends strongly on its initial-
ization and a prior knowledge of the solution
structure is needed.

Our goal is to address the return version
of the Goddard problem, which consists in
performing the landing of the first stage of
a rocket while minimizing its fuel consump-
tion, combining interval arithmetics and the
necessary optimality conditions given by the
application of the PMP. Although this goal
has not been reached yet, this paper presents
preliminaries results on simplified problems,
exposes the challenges encountered and sug-
gests further developments. The optimal re-
entry trajectory for the Goddard problem is
presented in Figure 1 with the ballistic phases
in blue, and in red the first boost for the in-
version of the speed vector, the intermediate
boost for the dynamic pressure constraint and
the landing boost. The evolution of the dis-
persions along the complete trajectory (launch
and landing) of a rocket are described in [1].

As a first step, a very simplified version
of the Goddard problem is studied, namely
a double integrator where [k] =

[
k, k
]

is an
interval parameter and u is the control in-
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Figure 1: Optimal trajectory for the re-entry
Goddard problem

put. This double integrator fits in with a
Goddard problem without gravity and aero-
dynamic forces, and with a constant mass.
The interval parameter [k] represents the un-
certainty on the maximal thrust force. Hence,
the optimal control problem is

min

∫ T

0
|u|dt,





ṙ = v, v̇ = [k]u,
r(0) = 0, v(0) = 0,
r(T ) = rT , v(T ) is free,
T is fixed.

Two ways of combining interval arithmetics
with the PMP are investigated : an open loop
approach providing an enclosure on the sys-
tem trajectory which can be used to assess
robustness (regarding the interval parameter
[k]), and a closed loop approach providing a
closer enclosure of the optimal trajectories and
can be used to initialize a non-interval algo-
rithm.

Once the double integrator optimal control
problem is solved, multiple approaches such
as validated continuation methods are consid-
ered to solve the Goddard problem using this
simplified version.

Open-loop approach

In this approach, the goal is to find the small-
est initial co-state interval that contains every

admissible co-state by combining numerical
integration tools such as DynIbex1 [2] and an
algorithm to solve the zero-finding problem.
Many algorithms are considered, for example
Krawczyk method, forward-backward opera-
tors and branch algorithms. The enclosure of
the solution of the zero-finding problem pro-
vides a validated initialization for the co-state
vector. Issues like discontinuous control input,
control saturation, pure state constraints and
mixed constraints are to be studied in order to
solve a practical optimal control problem like
the Goddard problem.

Closed-loop approach

In this approach, dynamic programming is
used to find a finer enclosure of the optimal
trajectories : if the system measures its in-
terval state vector at a certain time, a new
optimal control problem is solved from this
interval, providing a better enclosure of the
solution. Due to its algorithmic cost, this ap-
proach is irrelevant for solving practical cases
online, but it can improve the enclosure of the
solution when it is applied offline and there-
fore provides useful information for the online
guidance algorithm.
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